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d Training large models in Federated Learning (FL)
suffers from huge communication cost. Therefore,
information compression is important in the context
of large scale FL.

. Prior works studying compression in FL focus on Model . —  Mode > 2 ({X, Y}
sparsification / quantization of gradients / model ) Wy
U pd ates. Synthetic

. Large compression rate under sparsification based baia

compression might lead to drastic utility tradeoff. %o Yiliepon

- V({X’ Y}; )
1 This work: proposes to distill the dataset and

communicate the synthetic data used to reconstruct Algorithm for FedSynth
the gradient updates.

Algorithm 1 FedSynth
1: Input: T, E, 1, Ny, w°, {DY }p=1....
- - - 2: fort=0,---,T—1do
Com press ! On Vla Synthetl c Data 3:  Server selects a subset of clients S; and broadcasts w? to S;.
4: for all k£ € S; in parallel do
5 Client k initializes w} = w* and m batches of synthetic data D;Y" = {z;, y; }i=1.... m.
: : . P 6: for; =0,1,--- ,E do
1 Communicating data is more efficient than - Client & obtains the model updated by D:¥"
communicating model. wy”" = ClientUpdate(D,""; w})
d Instead of sending a large model update, we can 8: Client k updates D;"" by
. D;*" < D" — nV peun Fir(Dy3 w*™)
send synthetic data to the server such that the server 9:  endfor
_ 10: Client k sends D;”" back to the server.
could use the synthetic data to reconstruct an 11:  end for
_ 12:  Server recovers w,” = = ClientUpdate(D,”", w}) for every k.
dPpProxi mate model u pd ate. 13:  Server aggregates the weight
1 A~SYN
Notations W =wt b ) @7 - w)
keS,
14: end for
« D" = (X}, Y}): training data for client 15: return w’

SYn i i _ . 16: ClientUpdate({:cz-,yi}izl,g,...,m;w)
. D" = {xk, yk} i—1... - m batches of synthetic data for client k 17: forj=1,--- ,m do
k ¥ 8 18:  Client performs minibatch-SGD locally
W 4 W — Ny Vo Fre((z4, ¥i); w)

Local objective for standard FL 19: end for
min F(D]; w)
W Experiment Results

Local objective for FedSynth at any iteration

t FEMNIST FedAvg Random Masking FedSynth(Ours) FedSynth w/ Trainable y (Ours)
. r. . Syn.,
mslg F; Dk ; arg min F k(Dky W) 1x 69.29 69.29 69.29 69.29
Dy w 5.8x : 68.21 68.63 46.67
11.6x - 67.34 63.27 39.98
min F k (Dlzr’ CllentU pd ate k(Dij n, le) ) MNIST FedAvg Random Masking FedSynth(Ours) FedSynth w/ Trainable y (Ours)
D" 1x 97.74 97.74 97.74 97.74
_______________________________________________________ 7.8x - 97.08 05.28 97.25
v, Z (X, Y}:w) : 15.6x - 96.94 | 93.68 96.6'2
Model Yy - » Model : Reddit FedAvg Random Masking FedSynth(Ours) FedSynth w/ Trainable y (Ours)
= 1x 14.19 14.19 14.19 14.19
W, w ' : t I
0 1 : Z . cross entropy loss 1 3x ) 2 20 3. 86 :
2.6x - 4.87 4.89

4 Our method is able to achieve comparable / better
performance compared to random masking under all
three datasets, especially under low compression rate.

d Our method with trainable label does not always give
better utility given the same compression rate.

Synthetic Future works

Data

{x;, yi}ie[lzn]

— VLA )

* Work done as an intern at Meta

1 Compare with stronger baselines on all three datasets.
J Experiment on larger models and more complicated
tasks.




