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Background

❏ Training large models in Federated Learning (FL) 
suffers from huge communication cost. Therefore, 
information compression is important in the context 
of large scale FL.

❏ Prior works studying compression in FL focus on 
sparsification / quantization of gradients / model 
updates. 

❏ Large compression rate under sparsification based 
compression might lead to drastic utility tradeoff.

❏ This work: proposes to distill the dataset and 
communicate the synthetic data used to reconstruct 
the gradient updates.

❏ Communicating data is more efficient than 
communicating model.

❏ Instead of sending a large model update, we can 
send synthetic data to the server such that the server 
could use the synthetic data to reconstruct an 
approximate model update. 

Compression via Synthetic Data

Notations

Local objective for standard FL 

Local objective for FedSynth at any iteration 

Algorithm for FedSynth

Experiment Results

❏ Our method is able to achieve comparable / better 
performance compared to random masking under all 
three datasets, especially under low compression rate.

❏ Our method with trainable label does not always give 
better utility given the same compression rate.

Future works

❏ Compare with stronger baselines on all three datasets.
❏ Experiment on larger models and more complicated 
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