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ABSTRACT

Sensor self-noise is an important aspect in the design of

spherical microphone arrays. We consider the application

of binaural rendering of spherical microphone array signals

in this paper. We use the Real-Time Spherical Array Ren-
derer (ReTiSAR) to analyze the frequency-dependent white-

noise-gain i.e., the improvement of the signal-to-noise ra-
tio (SNR) between a selected microphone of the array and

the binaural output signals. The configuration of the array

as well as of the processing pipeline have been shown to

strongly influence the spectral properties and the overall

level of the noise in the binaural signals. We found that

arrays with small radii reduce the SNR by approximately

8 dB unless a strong limitation of the radial filter gain is

applied. Some array configurations with larger radii and

number of microphones (above spherical harmonics order 4)

are capable of increasing the SNR in the rendered signals

by up to 9 dB. We also found variations in the spectral

properties of the rendered self-noise as a function of the

head orientation for higher-order Lebedev grids.

1. INTRODUCTION

Spherical microphone arrays (SMAs) can employ large

amounts of microphones. For example, the recently built

open-source HØSMA-7N array comprises 64 sensors [1].

The microphone signals can be combined for various appli-

cations, such as a beamformer or the reproduction aiming

at preserving the original spatial properties. However, each

microphone produces and contributes a certain amount of

sensor self-noise, raising the question as to what is the sig-
nal-to-noise ratio (SNR) in the processed output signals of

the array. In the present case, we investigate the effect on

binaural rendering i.e., the ear signals of a virtual listener in

the sound field captured by the SMA. For the reproduced

target sound field a spherical harmonics rendering order of

around 8 or higher was shown to produce binaural signals

that were hardly distinguishable from the actual ground

truth ear signals [2, 3].

The wanted target signals in the array sensors i.e., any

signal other than unwanted additive noise, are the result of

waves impinging on the array surface. Thus, they are related

through the wave equation adding up coherently between

microphones, while the self-noise adds up incoherently.

This leads to an improvement in SNR with an increasing

number of microphones, as predicted in theory [4]. As-

suming all microphones contributing an identical amount

of noise, further theoretical assessments investigated the

dependency of white-noise-gain (WNG) on both the array

and the processing pipeline configuration [2,4]. The render-

ing process of sound fields captured with a SMA involves

so-called radial filters. These have been shown to exhibit

large gains of several 10 dB in certain frequency ranges,

boosting the noise relative to the wanted signal substantially.

Consequently, different approaches have been suggested in

order to restrict the gain of the employed radial filters [5–7].

We showed in [8] based on a real-time implementation that

the number of microphones as well as the radial filters yield

the strongest influence on the resulting level and spectral

properties of the noise in the binaural signals.

The rendering of SMA data can be performed based on

live-captured array signals or measured impulse response

data sets. The latter are also termed array room impulse
responses (ARIRs) and encode a static representation of a

single sound source and the surrounding environment. Such

data sets can be acquired from actual multi-channel SMAs

or from sequential measurements with a single microphone

(potentially mounted on a suitable scattering object), e.g. [9].

By means of sweep-based acquisition methods, the effect

of noise in the measurement signals on the resulting IRs

can be well controlled by adjusting the sweep duration and

by performing averages over multiple acquisitions [10].

Unfortunately, such noise mitigation techniques are not

available for the rendering of streamed data from live-cap-

tured or recorded microphone array signals. A continuous

stream of SMA sensor data allows for the encoding of dy-

namic scenes, including an arbitrary number of moving

sources, changes in the environmental conditions and po-

sition of the SMA itself. A high overall amplification of

the signals from the SMA is required if the target source

has a low level, inherently raising the absolute noise level

resulting from the sensors. The presence of environmental

and sensor self-noise is therefore a particular challenge for

the rendering of streamed SMA signals.

In the present paper we employ the Real-Time Spherical
Array Renderer (ReTiSAR) 1 [11, 12] to determine the SNR

in the ear signals for practically relevant configurations.

1 https://github.com/AppliedAcousticsChalmers/
ReTiSAR
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In particular, we evaluate the SNR at a selected reference

sensor of the SMA against the binaural output signals. Also,

we will outline some spectral attributes of the rendered self-

noise in dependency on the parameters of the rendering

pipeline. The gained insight is helpful and important to

customize array designs for specific applications and for

identifying a favorable dynamic range.

2. RENDERING METHOD

An incoming sound field can be sampled by a spherical mi-

crophone array by capturing the signals arising at discrete

sensor positions on the surface of the sphere. Such signals

can be transformed into the spherical harmonics (SH) do-

main by means of plane wave decomposition [13]. This

results in what is also referred to as Ambisonics B-Format
signals or Higher Order Ambisonics (HOA) signals [14,15].

In our case, the decomposition into SHs is performed via

a discretization of the transformation integral [16] under

consideration of the according quadrature weights for each

SMA configuration.

To account for the spatial extent and the scattering of the

physical array body, a set of compensating radial filters is

introduced. These exhibit properties that strongly depend

on the SMA radius and employed SH processing order. In

theory, these filters are required to apply very large amplifi-

cation gains at low and at high frequencies. Practically, this

would result in numeric instabilities as well as an excessive

amplification of microphone sensor self-noise. We employ

a soft-clipping approach to restrict excessive gains with

variable limitation levels [2, 5].

The goal of binaural rendering of SMA signals is to

reproduce ear signals as if the listener was placed at the

position of the array. To achieve this, a virtual head model

is exposed to the sound field extracted from the SMA. Such

head models are described by either generic or individual

sets of head-related transfer functions (HRTFs). For this

investigation, we employ a high resolution data set of a Neu-
mann KU100 dummy head [17]. The binaural rendering

approach, as described in the following paragraph, takes the

instantaneous head orientation of the listener into account.

Thereby, the possible movement of the virtual head is re-

stricted to the rotation around the vertical axis (one degree

of freedom). Static elements of the computation i.e., those

that do not depend on the input to the rendering pipeline,

are pre-computed and optimized during startup to yield the

best real-time performance [11].

A common method for the binaural rendering of Am-

bisonics is the encoding of the signals to a set of virtual

loudspeakers. These are then convolved with the HRTF set

and summed to produce the ear signals [18]. Instead of em-

ploying discrete virtual loudspeakers, ReTiSAR renders the

binaural signals by convolving sound field with the HRTF

components directly in the SH domain [16], without the

intermediate explicit decoding to virtual loudspeakers.

The (binaural) rendering of SMA signals in spherical

harmonics faces some inherent limitations. On the one

hand, the number of sensors in the employed SMA restricts

the maximum SH order that can be extracted. Since the

captured sound field will usually not be order constrained,

spatial aliasing arises in the SH decomposition. To that

effect, spatial ambiguities lead to an unnatural increase of

the signal energy above the temporal spatial aliasing fre-

quency [4]. On the other hand, the extracted order-limited

sound field coefficients will limit the spatial resolution of

the employed virtual head model as higher-order compo-

nents of the HRTFs are not triggered. This SH order trunca-
tion leads to an overall loss in spatial resolution and causes

an attenuation of high frequency content, which shows some

amount of dependency on the head orientation [19]. Several

approaches have been proposed to mitigate such spatial
undersampling errors, which were evaluated instrumentally

and perceptually [20].

3. RENDERING CONFIGURATIONS

We analyse a representative set of configurations in terms of

array geometry and the parameters of the rendering pipeline.

This allows for finding any potential trends in the results

when scaling those features. The individual parameters

are investigated in an isolated manner and were selected

in accordance to a former investigation [8]. We chose a

maximum permitted amplification of the radial filters of

â=0dB and 18 dB, respectively. The chosen configura-

tions are presented in Tab. 1 and will be referred to by their

respective abbreviations in the following.

The rendering scenario that we consider is an ideal plane

wave (N =40) impinging from the frontal direction (0°, 0°)

on a SMA under anechoic conditions. The microphones are

assumed to be located on the surface of a rigid spherical

body in all configurations. The array response is repre-

sented by simulated microphone impulse responses and are

therefore virtually free of noise or measurement errors.

Various strategies exist for generating a grid of sensor

positions on the surface of a SMA [21]. We cover three

fundamentally different grid types as indicated in Tab. 1:

Abbrv. Grid type M N
r â

in cm in dB

EM32 Eigenmike 32 4 4.2
18

0

LE38 Lebedev 38 4 4.2
18

0

GL50
Gauss-

50 4 4.2
18

Legendre 0

GL50L
Gauss-

50 4 8.75
18

Legendre 0

LE110 Lebedev 110 8 8.75
18

0

GL162
Gauss-

162 8 8.75
18

Legendre 0

LE230 Lebedev 230 12 8.75
18

0

GL338
Gauss-

338 12 8.75
18

Legendre 0

Table 1: Investigated rendering configurations.
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The same sensor locations of the Eigenmike [22], which

are based on an Archimedean solid i.e., the truncated icosa-

hedron, as well as Lebedev [23] and Gauss-Legendre [24]

sampling schemes for different orders. As indicated in

Tab. 1, the number of required sensors M increases with

the desired rendering order N .

The SMA configurations exhibit different radii to yield

a representative density according to the number of sensors

on the surface. All arrays that support encoding at N =4
exhibit a radius of r=4.2 cm in order to be directly compa-

rable to the Eigenmike SMA. The arrays evaluated at higher

SH orders, complemented by the GL50L configuration, ex-

hibit a radius of r=8.75 cm, which has been shown to be a

convenient size for the rendering target binaural signals [2].

This choice was also inspired by the configurations in the

WDR Cologne SMA room measurement data set [9].

All contained instrumental evaluations are based on a

processing block size of 4096 samples. Despite marginal

fluctuations in the statistical properties of the generated

noise, previous investigations did not show any relevant

influence of the block length [8, 11]. We evaluated all data

that are presented in this paper also for 1024 samples and

found entirely congruent results.

4. ACQUISITION METHOD

We are primarily interested in the practical implications of

the microphone self-noise in terms of the signal-to-noise
ratio (SNR) at the output of the binaural rendering pipeline.

A root-mean-square (RMS) level can be calculated from

discrete time domain input and output signals of length L:

RMSdB{x}=20 log10

√√√√ 1

L

L∑
i=1

|x(i)|2 (1)

We evaluate the RMS level independently for the target

(wanted) and the noise (unwanted) signals components to

allow for the computation of the respective SNR in dB:

SNRin,dB =RMSin,wanted,dB −RMSin,noise,dB

SNRout,dB =RMSout,wanted,dB −RMSout,noise,dB

Comparing the measure of the input and the output ex-

presses the overall SNR influence of the system under con-

sideration:

ΔLSNR = SNRout,dB − SNRin,dB

This evaluation is performed for all configurations listed

in Tab. 1. Each channel of the SMA contributes to the

binaural output signals. We pick the microphone pointing

exactly into the direction of the simulated sound source as

the reference for the SNR at the input. Accordingly, this

channel yields the best possible input SNR of the array. The

output signals of the system are the binaural signals, which

vary strongly with the instantaneous head orientation. For

that reason, we capture the output at representative head

orientations in the horizontal plane i.e., 0°, +45° and +90°

azimuth. The positions are expressed in relation to a right

handed spherical coordinate system of the array, with the

source impinging from 0° azimuth in the horizontal plane.

The input and output signals are captured simultaneously

in real-time. ReTiSAR allows to render the wanted sound

field and self-noise components in succession so that they

can be measured independently. We use pink noise for both

the emulated self-noise (cf. Appendix) and the auralized

target signal (cf. typical long-term average magnitude spec-

tra [25, 26]). The noise coloration is achieved by means

of an IIR filter applied to continuous Gaussian noise that

is generated live [12]. In order to reduce measurement un-

certainties due to potential variations in the statistical noise

properties, the signals are recorded and analysed for a dura-

tion of 2 s. For ease of illustration, all resulting depictions

of frequency domain data are smoothed in 1/3-octave bands

and generated in Matlab with the AKtools toolbox [27].

5. RESULTS

Exemplary for all configurations contained in Tab. 1, we dis-

cuss the Eigenmike configuration with â=18dB in detail.

Fig. 1a depicts the input and output signals in frequency

domain for the target sound field (left column) and the emu-

lated self-noise (right column). The top row comprises the

respective signals arising at the chosen reference sensor of

the SMA i.e., at the input stage of the processing pipeline.

Contrary to the noise component, the signal originating

from the captured target sound field is not entirely pink

anymore, which is expected due to the scattering off the

physical SMA body. For convenience, both components

have been normalized to exhibit an RMS level and thus also

an input SNR of 0 dB.

The middle row of Fig. 1a comprises the binaural signals

produced by the EM32(18dB) processing pipeline. The

wanted signals for left (blue) and right (red) ear are identi-

cal for a head orientation of 0° and typical characteristics

of the employed HRTFs are apparent. We also observe

that the noise magnitude (green and yellow) is identical for

both ear signals (but with different phase). The bottom row

in Fig. 1 depicts the smoothed output over input spectra

i.e., the difference between top and middle plots for each

column. This methodology to generate the difference plot

is identical to [8] and is also used to illustrate the configura-

tions in Fig. 2. For the EM32(18dB) configurations at 0°

head orientation, the resulting difference in SNR due to the

binaural rendering is −8.6 dB i.e., the SNR in the binaural

signals is 8.6 dB lower than at the reference microphone.

Fig. 1b contains the results for the same EM32(18dB)
configuration with a 90° head orientation. The signals on

the input stage are identical (besides some negligible fluctu-

ations due to the real-time noise emulation process). This is

intended, as we capture the identical reference SMA sensor

while the instantaneous head orientation is introduced after

the input signal decomposition. The rendered target sig-

nals clearly exhibit the expected characteristic of a lateral

sound source with the signal at the contralateral i.e., left, ear

being strongly attenuated at mid to high frequencies. How-

ever, the rendered self-noise on the output is similar to the

frontal head orientation. This confirms the observation that
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(a) Head orientation 0° (frontal source)
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Figure 1: Spectra of wanted (left) and noise (right) signal components of EM32(18dB) configuration. Sensor input (top),

ear output (middle) and resulting system influence (bottom). Blue and green curves refer to the left ear, red and yellow

curves refer to the right ear.

auralization of the uniformly contributing noise is largely

independent of the head orientation [8]. Although the noise

RMS level is unchanged, the overall system SNR varies

with the rendered target signals. This configuration yields

ΔLSNR = {−8.6 dB,−4.1 dB} for the left and right ear re-

spectively. Compared to the frontal source position, this is

an identical result for the contralateral and a considerable

improvement for the ipsilateral ear.

The EM32(0dB) configuration incorporates a stronger

constraint on the radial filters, which results in an average

ΔLSNR =−0.1 dB for the frontal source position. Thereby,

the measured SNR in the binaural signals is improved by

+8.6 dB compared to EM32(18dB), but is substantially

smaller than the employed limitation delta of 18 dB. This

is due to the frequency dependency of the rendered self-

noise as shown in Fig. 2a. The restriction of the radial filters

yields approximately 10 dB of noise attenuation below but

no improvement above the configuration-specific spatial

aliasing frequency (around 5 kHz according to [4]).

Fig. 3 summarizes the results for all rendering condi-

tions from Tab. 1 and three head orientations. We observe

an improvement in SNR for all configurations when com-

paring â=0dB vs. 18 dB. As expected, a lower maximum

gain of the radial filters leads to a higher SNR. In addition,

all configurations at r=4.2 cm exhibit an increase in SNR

of +8.6 dB on average when reducing the maximum gain

of the radial filters. This improvement is consistent for all

investigated small SMAs and head orientations. The config-

urations with r=8.75 cm show improvements of +3.7 dB
to +5.6 dB due to a limitation from â=18dB to 0 dB. The

gain according to the restriction is therefore smaller for the

larger SMAs, as indicated also by Fig. 2b and 2d.

Furthermore, Fig. 3 confirms a general improve-

ment in SNR for higher sensor count SMA config-

urations, as theoretically predicted [4, 28] and practi-

cally shown [8]. This is apparent from the compari-

son of GL50L, GL162 and GL338 with improvements

of ΔLSNR = {+0.4 dB,+1.1 dB,+3.6 dB} (averaged for
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Figure 2: Resulting influence on wanted and noise components for configurations according to Tab. 1 at 0° relative head

orientation. Comparison of radial filter limitation of 0 dB (thick) and 18 dB (thin).
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Figure 3: Resulting SNR changes for configurations ac-

cording to Tab. 1 at different relative head orientations.

Mean values (purple) and every other difference (black)

as text for the 0° head orientation (top).

â=18dB over all three head orientations).

Remarkably, LE110 yields the overall best SNR of

all configurations with ΔLSNR =+9.3 dB for â=0dB
(cf. Fig. 3). Moreover, the associated higher-order LE230
configuration exhibits the overall worst noise influence with

ΔLSNR =−11.1 dB. As indicated by Fig. 3, the three in-

vestigated head orientations of that specific Lebedev config-

uration yield very different SNRs. The 45° head orientation

seems to behave comparably well with a ΔLSNR close to

the higher-order Gauss-Legendre grids. The frontal and

lateral source positions however exhibit vastly increased

self-noise levels (cf. Fig. 2c), resulting in an impaired SNR

in the ear signals.

6. DISCUSSION

Although a multitude of sensors simultaneously contrib-

utes self-noise in case of the array processing, we observe

that the SNR in the ear signals for larger SMA configura-

tions is actually improved compared to the reference sensor

(cf. Fig. 3). Note that the SNR at the reference sensor is

very similar to the SNR that the signal would exhibit when

the given scenario is captured with a single microphone.

However, a sophisticated SMA reproduction (either loud-

speaker or headphone based) will render both self-noise

and target signals spatially. In contrast to a single-channel

superposition of both components, the binaural SMA re-

production yields an entirely diffuse and externalized (out

of head) rendition of the additive noise [8]. Accordingly,

Figure 4: Sensor locations of the LE230 configuration with

positive (blue) and negative (red) quadrature weights en-

coded as circle radius. Grid symmetry and point clustering

around poles are well visible.

psychoacoustic abilities of the auditory system like spatial

unmasking will be triggered in the listener [29]. Therefore,

the perceived impairment due to the presence of additive

noise at identical RMS levels is suspected to be different.

The smaller SMA configurations (N =4, r=4.2 cm)

yield considerably less SNR in the rendered binaural sig-

nals (cf. Fig. 3) compared to the larger configurations.

However, a strong restriction of the radial filters ampli-

fication gains (â=0dB) achieves comparable SNRs to

the less restricted larger configurations (â=18dB, N ≥ 8,

r=8.75 cm). Comparing the results for GL50, GL50L
and GL162 reveals that the observed improvement in SNR

arises mostly due to the increase in SMA radius and not

the number of sensors with the according SH rendering or-

der. From the perspective of rendered self-noise, the larger

GL50L configuration is clearly preferred over the GL50 con-

figuration. The smaller configuration however will evoke

less spatial aliasing in the rendered target sound field, due

to the denser positioning of sensors on the surface of the

SMA. This may be favorable for the target signal.

We performed the analysis from Fig. 3 also with an

A-weighting of all involved signals in order to avoid a po-

tentially misleading influence of the signal energy at very

low and very high frequencies. The observed tendencies

remained the same while all resulting SNR changes due

to the binaural rendering turned out to be a few dB lower

overall compared to the weighted case.

Although all SMA sensors are contributing noise in a

uniform manner, the ear signals exhibit strong variations

over different head orientations for the LE230 configuration

(cf. Fig. 3). We can confirm that the rendered target sig-

nals do not exhibit any observable artifacts. Fig. 2c shows

strongly increased noise levels compared to other configu-

rations and also e.g. the 45° head orientation of the same

condition. Informal listening to this LE230 configuration

with head-tracking immediately reveals clearly noticeable

fluctuations of the rendered self-noise when rotating the
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head. We found such artifacts i.e., very pronounced changes

in noise level and coloration, also occur for other Lebedev
configurations at higher SH orders.

Remarkably, the Lebedev grid at higher orders can yield

distributions with negative quadrature weights. This also

happens for other spherical sampling methods not included

here, e.g. Fliege-Maier [30]. The sensor placement of the

LE230 configuration is depicted in Fig. 4, with a distinct

clustering of points at orthogonal pole positions. The nega-

tive quadrature weights occur at the center of the clusters,

and the magnitude of the weights in the clusters can differ

significantly from other positions on the grid. Note that this

specific grid would not be very suitable for a real-world

spherical array anyhow, due to the immediate proximity of

sensors in the clusters. The combination of sensor distribu-

tion as well as sign and magnitude of the quadrature weights

seems to yield a different interaction for the target sound

field on the one hand and incoherent noise components on

the other hand. To our knowledge, this behaviour has not

been documented so far.

7. CONCLUSIONS

The spectral properties of the processed binaural target

sound field is influenced by the SMA and rendering con-

figuration [20]. As reported previously, also the overall

level and the coloration of binaurally rendered sensor self-

noise is strongly dependent on the configuration [8]. In this

contribution, we established how the combination of these

factors translates into a signal-to-noise ratio in the output

signals of a binaural rendering pipeline (cf. Fig. 3).

The input SNRs of this investigation have been ad-

justed to 0 dB. Accordingly, the observed SNR changes

(cf. Fig. 3) can be used as an addend to determine the re-

sulting output SNR in dependence of any reference input

SNR. This can be helpful to assess requirements for signal

headroom in practical deployments according to an actual

input SNR at the reference microphone i.e., the SMA sensor

facing into the main direction of sound incidence.

A limitation of the radial filter gains can exert a major

improvement of the resulting SNR in the ear signals. The

employed soft-limiting is only one of the approaches exactly

designed for that purpose. Besides, increasing the number

of sensors (and the SH rendering order accordingly) yields

gradual improvements in SNR. Also an increase of the

SMA radius alone showed to be very favourable for the

rendered noise levels at medium frequencies in particular

(cf. Fig. 2a and 2b).

High-order Lebedev grids turned out to exhibit a very

unfavourable noise transmission behaviour, which includes

overall high magnitudes and a strong dependency on head

orientation. To get a better understanding of the behaviour,

a larger variety of rendering orders as well as other spherical

sampling grids should be considered in the future. We will

provide a more detailed evaluation of coloration changes

over the entire range of horizontal head rotation based on

the Composite Loudness Level [31] in future work.

Our investigation assumed identical noise contributions

by all channels of different spherical microphone arrays. We

analysed the self-noise of a real-world example, the Eigen-
mike SMA, under anechoic conditions and found that both

the noise coloration as well as amplitudes of the individual

sensors vastly depend on the employed pre-amplification

gain (cf. Appendix). Therefore, further analysis is required

to relate the conclusions from the present paper to real-

world scenarios considering practical target, environmental

and equivalent input noise levels.

The software tools and data evaluation scripts that we

employed in this study as well as detailed results for all

investigated configurations (also Appendix) are available 2 .
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A. APPENDIX

We measured the self-noise level of the microphones in our

mh acoustics Eigenmike 32 (unit serial number 28) SMA to

be able to predict the SNR of binaurally rendered record-

ings obtained from the SMA. It is important to note that

the manufacturer provides a set of frequency-independent

calibration weights to compensate for mismatch in the sen-

sitivity of individual channels. The calibration weights are

unique for each array unit. They have to be applied to the

signals before any subsequent processing. We exclusively

consider the microphone signals with the weights applied

in the following unless stated as different.

We performed 10 s-long calibrated measurements of

all SMA channels in the anechoic chamber at Chalmers

University of Technology. The captured signals were fil-

tered with an 8th-order Butterworth bandpass from 15Hz
to 23 kHz. The RMS sound pressure level (SPL, re 20 μPa)

and power spectral density (PSD) were calculated accord-

ing to Eqn. (1) and [32], respectively.

Equivalent noise levels: The equivalent input
noise (EIN) at the highest pre-amplification gain was ap-

proximately 23 dBSPL (cf. Tab. 2). This is a superposition

of noise components from the measurement chain as well as

the background noise in the room at 17 dBA, as measured

with a Brühl & Kjær 2260 Investigator. Note that this is also

at the lower limit of what can be measured with this device.

The EIN increases considerably for lower input gains up to

approximately 39 dBSPL or 36 dBSPL (cf. Tab. 2). This is

due to the relative increase in noise contributions from the

analog-to-digital converter (ADC), in this case gain-inde-

pendent at around −95 dBFS (RMS and when A-weighted).

The array manufacturer confirmed the figures.

Channel Mismatch: For the lowest pre-amplification

gain, the differences in RMS noise level between channels

are minuscule before application of the calibration weights,

as evident from Fig. 6 (left, yellow). The weights may there-

fore be considered to directly represent the inter-channel

level mismatch at the input of a binaural renderer. The

2 http://doi.org/10.5281/zenodo.3711626
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(a) +30dB: pronounced inter-
channel differences dominated
by internal electric and micro-
phone self-noise.

(b) −10 dB: minor inter-chan-
nel differences dominated by
equalization weights over uni-
form ADC noise.

Figure 5: PSD of individual (colored) and averaged (black)

equivalent input noise of Eigenmike (weighted) at different

pre-amplification gains. Pink noise (grey) for comparison.

statistical distribution of the weighted input noise for our

array unit is depicted in Fig. 6 (right).

Noise Color: Fig. 5 depicts the PSD of the EIN for

all individual SMA channels. For the highest available

input gain, the PSD decreases significantly for increasing

frequencies (cf. Fig. 5a). Our assumption is that the noise

color is determined by the apparent acoustic background

noise in the anechoic chamber due to the roll off towards

high frequencies. For the lowest possible input gain, the

PSD flattens out towards higher frequencies (cf. Fig. 5b).

This supports our interpretation that the EIN towards lower

gains is dominated by noise from the ADC input stage,

which is usually white [33].

Conclusion: The observed self-noise levels, color and

inter-channel differences of the investigated SMA measure-

ment chain vastly depend on the employed pre-amplifica-

tion gain. All observed EIN contributions (cf. Tab. 2) will

be superimposed with acoustical noise that can potentially

exhibit a higher SPL (27 dBA averaged from [34]). Whether

acoustical noise or self-noise dominates in a practical appli-

cation depends therefore on the scenario. In case that self-

noise dominates, then the calibration weights determine the

inter-channel differences. Recall from Fig. 3 how the input

SNR is altered by the application of binaural rendering.

Gain Signal Level EIN Level
in dB dBFS

* dBSPL
** dBSPL dBA

+30 −8.2 102.2 22.9 17.3

+20 −15.1 109.1 23.7 18.1

+10 −23.6 117.6 25.7 20.5

0 −33.2 127.2 30.6 25.7

−10 −43.0 137.0 38.9 35.6
*@ 94dBSPL

**@ 0 dBFS

Table 2: Signal level from/at the sensor facing the source

(2nd and 3rd column) and equivalent input noise level at

the input of the renderer (average of all sensors, 4th and 5th

column) of Eigenmike (weighted) at different pre-amplifica-

tion gains (1st column). The signal level increases with the

gain in steps of {9.8, 9.6, 8.5, 6.9} dB while the SPL of the

EIN decreases in steps of {8.3, 4.9, 2.0, 0.8} dB.

Weighted  [-0.7 .. +1.4 dB ;  STD 0.52 dB]

4 8 12 16 20 24 28 32
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Figure 6: −10 dB: inter-channel differences (left) and his-

togram (right, green) with probability density function of

approximated normal distribution (right, red) of Eigenmike
(weighted) equivalent input noise.
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Impulse Response Compilation Captured at the WDR

Broadcast Studios,” in 27th Tonmeistertagung – VDT In-
ternational Convention, (Cologne, Germany), pp. 551–

567, Verband Deutscher Tonmeister e.V., 2012.

10.48465/fa.2020.0074 1355 e-Forum Acusticum, December 7-11, 2020



[10] S. Müller and P. Massarani, “Transfer-Function Mea-

surement with Sweeps,” Journal of the Audio Engineer-
ing Society, vol. 49, no. 6, pp. 443–471, 2001.

[11] H. Helmholz, C. Andersson, and J. Ahrens, “Real-Time

Implementation of Binaural Rendering of High-Order

Spherical Microphone Array Signals,” in Fortschritte
der Akustik – DAGA 2019, (Rostock, Germany),

pp. 1462–1465, DEGA, 2019.
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