
Audio Engineering Society

Conference Paper
Presented at the 2020 Conference on

Audio for Virtual and Augmented Reality
2020 August 17 – 19, Redmond, WA

This conference paper was selected based on a submitted abstract and 750-word precis that have been peer reviewed by at
least two qualified anonymous reviewers. The complete manuscript was not peer reviewed. This conference paper has been
reproduced from the author’s advance manuscript without editing, corrections, or consideration by the Review Board. The
AES takes no responsibility for the contents. This paper is available in the AES E-Library (http://www.aes.org/e-lib), all rights
reserved. Reproduction of this paper, or any portion thereof, is not permitted without direct permission from the Journal of the
Audio Engineering Society.

Beamforming-based Binaural Reproduction by Matching of
Binaural Signals
Lior Madmoni1, Jacob Donley2, Vladimir Tourbabin2, and Boaz Rafaely1

1School of Electrical and Computer Engineering, Ben-Gurion University of the Negev, Beer-Sheva 84105, Israel
2Facebook Reality Labs, Redmond, WA, USA

Correspondence should be addressed to Lior Madmoni (liormad@post.bgu.ac.il)

ABSTRACT

The capture and reproduction of spatial audio is becoming increasingly popular, with the mushrooming of
applications in teleconferencing, entertainment and virtual reality. Two popular methods include high order
Ambisonics and beamforming-based binaural reproduction, which are mainly studied with spherical arrays.
However, a design framework for arrays with a less regular configuration has yet to be formulated and studied.
This paper studies a method for binaural reproduction with general arrays, based on the direct estimation of the
binaural signal from the array measurements. A simulation study shows that this method is capable of performing
binaural reproduction with high accuracy over a limited frequency range, even with a small six-microphone array.

1 Introduction

Binaural reproduction has recently become a popular
topic of research [1, 2, 3], with the rapid growth of
many applications including entertainment, auditory
research and virtual reality. A common method for the
rendering of binaural signals uses high order Ambison-
ics (HOA) signals [4, 5], together with head-related
transfer functions (HRTFs) [6]. The HOA signals are
typically synthesized with a computer or estimated
from microphone-array measurements [7, 8, 9]. An
accurate estimation of HOA signals is often required in
order to render binaural signals with good perceptual
qualities. Hence, many research works studied methods
for capturing HOA signals [10], and their incorporation

into binaural reproduction [11, 6]. Such methods are
most suitable for arrays with high directional resolution
over the entire 3-D space, and hence, spherical arrays
are typically used.

Another approach which is not limited to spheri-
cal arrays and which is increasing in popularity is
beamforming-based binaural reproduction (BFBR)
[12, 13]. With this approach, a set of beamform-
ers is applied to the microphone signals with differ-
ent look-directions, followed by convolution with the
HRTFs from the same directions. Finally, the output
signals are weighted and summed to produce the bin-
aural signals. BFBR is more general than HOA, but to
date most published studies have used spherical arrays
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[12, 13, 14, 15]. Moreover, these works did not pro-
vide a comprehensive theoretical framework for BFBR
nor guidelines for selecting the number of beamform-
ers, look-directions or beamformer types. However, a
preliminary work on one such framework was recently
developed in [16]. This work presents well-defined con-
ditions for the equivalence between BFBR and HOA
with spherical arrays, which will be briefly summarized
in this paper. While these conditions facilitate the de-
sign of BFBR systems, it should be noted that they are
limited to spherical arrays.
While spherical arrays are indeed capable of providing
high quality binaural reproduction, a more flexible ar-
ray geometry may be desired. Some examples include
microphones on handheld devices or wearable arrays,
which are typically limited by the geometry of the de-
vice on which they are mounted. In addition, compact
arrays with a small number of microphones may also
be desired due to limited space or computational power.
For such arrays, the beam-pattern may depend on the
look-direction, and their directional resolution may be
limited, such that they are not capable of capturing
HOA signals. Hence, performing a high quality bin-
aural reproduction with measurements that have been
captured with general arrays is still a great challenge.
This paper presents a method for binaural reproduction
which is suitable for a general array geometry, aiming
to overcome current limitations of BFBR design for
general arrays. The method is based on estimating the
binaural signal directly from the array measurements
with minimal error, under the assumption of a sound
field which is comprised of uncorrelated sources. While
similar methods that estimate the binaural signals were
presented previously in [17, 18, 19, 20], the accuracy
of the estimated binaural signals was not studied in
detail for general arrays.
The paper is organized as follows: Section 2 provides a
mathematical background to array processing and bin-
aural reproduction. Section 3 summarizes the previous
work for BFBR design, that is described in [16]. In
Section 4, the proposed method for binaural signals
estimation with general arrays is developed, and the
accuracy of this method is analyzed in Section 5 with
a simulation study. The results from this analysis are
discussed in Section 6, which also concludes the paper.

2 Background

This section provides mathematical background con-
cerning array processing and binaural reproduction,

using models that are used in the following sections.
Throughout the paper, the spherical coordinate system
will be used, denoted by (r,θ ,φ), where r is the dis-
tance from the origin, θ is the elevation angle measured
from the positive z axis downward to the xy plane, and
φ is the azimuth angle measured from the positive x
axis to the positive y axis.

2.1 Array measurement model

Assume a sound field that can be described by a direc-
tional plane-wave density (PWD) function a(k,θ ,φ),
where k = 2π

λ
is the wave-number and λ is the wave-

length. Further assume that the sound field is comprised
of L far-field sound sources arriving from directions
{(θl ,φl)}L

l=1 corresponding to the signals {sl(k)}L
l=1.

The sound field is captured by an array with M micro-
phones which are located at {(rm,θm,φm)}M

m=1, cen-
tered at the origin. The noisy array measurements can
be described by the following narrow-band model [21]:

x(k) = V(k)s(k)+n(k), (1)

where x(k) =
[
x1(k), x2(k), . . . , xM(k)

]
is the

microphone signals (measurements) vector, V(k) =[
v(k,θ1,φ1), v(k,θ2,φ2), . . . , v(k,θL,φL)

]
is an

M×L complex matrix with columns v(k,θl ,φl) repre-
senting the array steering vector from the l-th source
to the microphone positions for all l = 1,2, ...,L [21],
s(k) =

[
s1(k), s2(k), . . . , sL(k)

]
is the source sig-

nals vector, and n(k) is an additive noise vector.

2.2 Beamforming

Beamforming is a method for spatial filtering of ar-
ray measurements that is applied in order to produce
a desired output. Examples for such outputs include
undistorted, enhanced or attenuated responses at de-
sired directions. It is performed by multiplying the
array measurements with the beamformer weights, fol-
lowed by summation [21]:

y(k,θd ,φd) = wH
d (k)x(k), (2)

where y(k,θd ,φd) is the beamformer output for look-
direction (θd ,φd), wd(k) is an M× 1 complex vector
of the beamformer weights and (·)H is the Hermitian
operator.

An important measure of a beamformer is the direc-
tivity factor (DF). It is defined as the power of the

AES 2020 Conference on Audio for Virtual and Augmented Reality, Redmond, WA, 2020 August 17 – 19
Page 2 of 8



Madmoni et al. Design and Analysis of Beamforming-based Binaural Reproduction

beamformer output due to a single unity-amplitude
plane-wave input from the look-direction (θd ,φd), nor-
malized by the average power over all directions [21]:

DF(k,θd ,φd) = 4π
|wH

d (k)v(k,θd ,φd)|2∫ 2π
0
∫

π
0 |wH

d (k)v(k,θ ,φ)|2 sinθdθdφ
,

(3)

where v(k,θ ,φ) are the steering vectors of the array,
defined similarly to in (1). This measure quantifies the
spatial resolution of the beamformer, since a very large
DF(k,θd ,φd) means that the beamformer can capture
isolated spatial information from (θd ,φd), with very
low contributions from other nearby directions.

2.3 Binaural Reproduction

A sound field which is described by the PWD function
a(k,θ ,φ) can be used for binaural reproduction, by
integration with the HRTFs of the left and right ears
[6]:

pl,r(k) =
∫ 2π

0

∫
π

0
a(k,θ ,φ)hl,r(k,θ ,φ)sinθdθdφ ,

(4)

where hl,r(k,θ ,φ) are the HRTFs of the left and right
ears, denoted by (·)l and (·)r, respectively. Alterna-
tively, (4) can be formulated in the spherical harmonics
(SH) domain [6]:

pl,r(k) =
∞

∑
n=0

n

∑
m=−n

ã∗nm(k)h
l,r
nm(k), (5)

where n and m are the SH order and degree [7], respec-
tively, ãnm(k) are the spherical Fourier transform (SFT)
[7] of the complex conjugate of the PWD coefficients,
hl,r

nm(k) are the SFT coefficients of the left and right
HRTFs, and (·)∗ denotes the complex conjugate.

In practice, the sound field is measured by an array,
such that the PWD function can be calculated from the
array measurements with low error up to a finite SH
order, denoted by Na [7]. In addition, the HRTFs are
also typically numerically calculated or measured up
to a finite SH order, denoted by Nh [22]. Hence, the
infinite summation in (5) can be truncated with low
error to a finite order Np = min{Na,Nh}:

pl,r(k) =
Np

∑
n=0

n

∑
m=−n

ã∗nm(k)h
l,r
nm(k). (6)

3 Previous Work: Beamforming-Based
Binaural Reproduction

This section presents the beamforming-based approach
for binaural reproduction. First, the method is pre-
sented generally, followed by a summary of a recent
work that presents a theoretical framework for the de-
sign of BFBR systems [16]. In BFBR, the outputs
from several beamformers are weighted and linearly
combined with the HRTFs from the corresponding look-
directions:

p̂l,r(k) =
D

∑
d=1

αdhl,r(k,θd ,φd)y(k,θd ,φd), (7)

where {αd}D
d=1 are the design weights and y(k,θd ,φd)

is the beamformer output as in (2). The primary ob-
jective of BFBR design is to appropriately select the
weights, the beam-patterns, and the set of directions
{(θd ,φd)}D

d=1 in (7).

When a spherical array is used to produce y(k,θd ,φd),
as in (7), with a maximum directivity beamformer [21],
the array output is equivalent to plane-wave decomposi-
tion from the look-direction [7, 16, 23]. Under these as-
sumptions, and based on the work in [24], it was shown
in [16] that choosing the look-directions {(θd ,φd)}D

d=1
according to a sampling scheme on the sphere that is de-
signed to be aliasing-free for SH orders of max{Na,Nh}
and below, and choosing {αd}D

d=1 according to the cor-
responding sampling weights, will yield an equivalence
between (7) and the HOA representation in (6), which
is order limited to Np = min{Na,Nh}. Hence, the use
of maximum directivity beamformers together with
this suggested sampling scheme in (7) defines the con-
ditions for the equivalence between BFBR and HOA
based reproduction [16]. In addition, it was shown in
[16] that, for the conditions above to hold, the number
of steering directions, D, should also be greater than
or equal to the DF of the maximum directivity beam-
former. This provides a simple guideline for selecting
D, since the beam-pattern of the maximum directivity
beamformer with spherical arrays is independent of
the look-direction and frequency. The conditions and
relations presented above provide a framework for the
design of a BFBR system with spherical arrays.

Contrary to spherical arrays, the DF of the maximum
directivity beamformer of general arrays may depend
on the look-direction and on the frequency. Hence,
the guideline for choosing D, based on the DF of the
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maximum directivity beamformer, is not suitable for
non-spherical arrays. Nonetheless, [16] suggests a way
to extend this guideline to general arrays, by using the
average DF over all look-directions. Note that with
general arrays, D may also be frequency dependent.

This extension for general arrays assumes that a maxi-
mum directivity beamformer is used with any general
array for BFBR. However, it does not provide a method
or guidelines for selecting the correpsonding steering
directions {(θd ,φd)}D

d=1 or the weights {αd}D
d=1 in (7).

The following section aims to overcome some of these
limitations, by providing an alternative approach for
binaural reproduction with general arrays.

4 The Proposed Method For Binaural
Reproduction with General Arrays

This section presents a different approach to array-
based binaural reproduction - by estimating the bin-
aural signals in (4) with minimal error. For simplic-
ity, the dependency on the wave-number k is omitted
henceforth, while all of the following derivations are
for narrow-band system models [21].

Following from the assumptions in subsection 2.1,
since the sound field is comprised of L sound sources,
(4) can be reduced to

pl,r = [hl,r]T s, (8)

where

hl,r =
[
hl,r(θ1,φ1), hl,r(θ2,φ2), . . . , hl,r(θL,φL)

]
contains the HRTFs corresponding to the directions of
the sources. Next, assume that a general array with a
known configuration is used to capture this sound field,
with array measurements according to the model in (1),
such that the steering matrix V(k) can be calculated
analytically or numerically, or it can be measured. In
the first step, the array measurements are filtered and
combined, in a similar manner to beamforming in (2):

z = cHx, (9)

where c is an M×1 vector holding the filter coefficients.
Next, c is chosen to minimize the following mean-
squared error between (9) and pl,r, the binaural signals
in (8), for each ear separately:

errl,r
bin = E{|pl,r− zl,r|2}, (10)

where E{·} is the expectation operator and zl,r is de-
fined as in (9) with cl,r, which correspond to the bin-
aural signals of the left and right ears, respectively.
Next, assume that the sources are spatially white with
a covariance matrix E{ssH} = σ2

s IL, where IL is the
identity matrix of size L, and that the noise is uncorre-
lated to the sources and is also white with a covariance
matrix E{nnH}= σ2

n IM . Then, substituting (8) and (9)
in (10) leads to the following error formulation:

errl,r
bin = σ

2
s

∥∥∥VHcl,r− [hl,r]∗
∥∥∥2

2
+σ

2
n

∥∥∥cl,r
∥∥∥2

2
, (11)

where‖·‖2 is the l2-norm. In order to produce an accu-
rate binaural signal, (11) is minimized over the filter
cl,r for each ear, and it can be shown that the optimal
filter can be formulated as [25]:

cl,r
TR = (VVH +

σ2
n

σ2
s

IM)−1V[hl,r]∗, (12)

where cl,r
TR are the optimal filters for the left and right

ears, respectively; this coincides with the Tikhonov-
regularization method. Finally, binaural reproduction
can be performed by substituting (12) in (9):

p̂l,r
mic-TR = [cl,r

TR]
Hx = [hl,r]T VH(VVH +

σ2
n

σ2
s

IM)−1x,

(13)

where p̂l,r
mic-TR is the estimated binaural signal from the

microphone signals. Similar methods that minimize
the error in (11) were proposed in [17, 18, 19, 20].
However, these mainly studied spherical arrays, rather
then general arrays, and the quality of the reproduced
sound has not been studied in detail.
In order to study the performance of the proposed
method in (13), the following normalized error is de-
fined, using (8) and (11):

errl,r
bin-norm =

E{|pl,r− p̂l,r
mic-TR|2}

E{|pl,r|2}

=
σ2

s

∥∥∥VHcl,r
TR− [hl,r]∗

∥∥∥2

2
+σ2

n

∥∥∥cl,r
TR

∥∥∥2

2

σ2
s
∥∥[hl,r]∗

∥∥2
2

.

(14)

Note that if the signal-to-noise ratio (SNR) is high, such
that σ2

s � σ2
n , (14) reduces to

errl,r
bin-norm ≈

∥∥∥VHcl,r
TR− [hl,r]∗

∥∥∥2

2∥∥[hl,r]∗
∥∥2

2

, (15)
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which is equivalent to the normalized error of the
HRTFs estimation from the array steering vectors. This
may suggest that when the array configuration is some-
what similar to a head-like shape (for instance, a mi-
crophone array mounted on an approximately spherical
body), the estimation error of the HRTFs from the steer-
ing vectors may be small. Hence, the estimation error
of the binaural signal may also be small.

Recall that the proposed method assumes a sound-field
which is comprised of L uncorrelated sound sources. At
first, this may appear to be a limitation of the proposed
method. However, if L is chosen to be sufficiently
large, and the error in (14) is very small, it implies that
the proposed method may be capable of high quality
binaural reproduction for many other types of sound
fields. This is because a sound field that is comprised
of many uncorrelated sources is very difficult to re-
produce, since each component is estimated separately
and independently from the other components. Further-
more, this method is readily modifiable to other sound
field models, by substituting the corresponding covari-
ance matrix of the sound sources when calculating the
expectation in (10) with (8) and (9).

5 Simulation Study

This section presents a simulation study of the proposed
method for binaural reproduction with general arrays,
that was described in Section 4. The study includes an
error analysis of the estimated left binaural signal, as
described in (14). Only the error corresponding to the
left ear is studied, for simplicity. Recall that the pro-
posed method was developed assuming a sound field
which is comprised of L far-field sources. Hence, the
error in (14) is studied for various values of L, specif-
ically with 6, 20, 32 and 240 sources that arrive from
directions with a spiral nearly-uniform distribution on
the sphere [26]. This range for L was chosen, since
with a large number of sources (L = 240), an accu-
rate binaural signal estimation means that the proposed
method is capable of high quality binaural reproduction
for a relatively complex environment, even when the
sources are uncorrelated. With lower values of L, the
method is somewhat similar to BFBR, which produces
binaural signals from a small set of look-directions.

Two different arrays are studied here:

1. A rigid spherical array with a radius of r = 4.2cm
and M = 32 microphones with a nearly-uniform
configuration according to [27].

2. An array with M = 6 microphones that are uni-
formly distributed on a semi-circle in the hori-
zontal plane, where {θm = π

2 }
M
m=1 and {φm =

π

2 −
π(m−1)

M−1 }
M
m=1, and which are mounted on a

rigid sphere with a radius of r = 10cm. This array
contains many fewer microphones compared to
the spherical array, and is an example of an array
which can be mounted on a wearable device, and
which is incapable of capturing HOA signals.

The steering vectors of both rigid arrays were calcu-
lated in the SH domain, as described in [7] (section
4.2), and according to the corresponding number of
sources L. For the HRTFs in (14), the Neumann KU100
manikin measurements from the Cologne database [28]
were used, with directions corresponding to the L sound
sources. This was performed by first calculating the
HRTFs in the SH domain up to an order of Nh = 30,
and then applying the inverse spherical Fourier trans-
form at the corresponding directions of the L sources.
Next, the optimal filter cl

TR was calculated according
to (12) with an assumed SNR of 20 dB, for both arrays.
Finally, the normalized error of the left ear in (14) was
calculated for frequencies in the range [75, 24000] Hz,
with steps of 75 Hz, also for both arrays.

The normalized error that corresponds to the spherical
array is presented in Fig. 1(a). Note the small error
(below -15 dB) for the cases of 6 and 20 sound sources,
over the entire frequency range. When there are 32
sources, the error is generally larger, but still lower than
-10 dB. Finally, for the case of 240 sources, a small
error is achieved at frequencies below 2 kHz, but at
higher frequencies the error is significantly larger, such
that the estimation of the binaural signal is no longer
accurate. This increase in the error as L increases is
expected, since it is generally more challenging to pro-
duce an accurate binaural signal when the sound field is
comprised of more uncorrelated sources, as explained
before.

Next, the normalized error of the estimated binaural sig-
nal with the semi-circular array is presented in Fig. 1(b).
Note that when there are 6 sources, the error is very
small over a relatively wide frequency range of 75-
7000 Hz. This means that the array is capable of a
relatively accurate reproduction of the binaural signal,
when it is comprised of a small number of sources in
this frequency range. In addition, the errors are very
similar when comparing the cases of 20, 32 or 240
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sound sources. More importantly, the binaural estima-
tion is relatively accurate in these cases for frequencies
lower than 1.5 kHz, as well. Above this frequency, the
error increases significantly, such that an accurate bin-
aural reproduction is no longer possible. Furthermore,
note that below 1.5 kHz, the estimation is relatively ac-
curate, even though the sources are not confined to the
horizontal plane. This may be explained by the array
steering vectors, which may have some similarity to
the HRTFs, since they are measured around a sphere
with a radius of 10cm (which is somewhat similar to a
head), as explained in Section 4 (see (15)). This means
that the very simple semi-circular array may be capable
of high quality binaural reproduction over a limited fre-
quency range, even in complex acoustic environments,
without any prior information.

In addition to the objective analysis described above, an
informal listening test was conducted. In this test, both
speech and castanets sound signals were studied sepa-
rately. Each signal was simulated as a point source in a
room of dimensions 15.5×9.8×7.5m and with a re-
verberation time of T60 = 1s. The recordings from the
spherical and semi-circular arrays, positioned approxi-
mately 4m away from each source, were then simulated.
The same filters cl

TR as previously described were used
to estimate the binaural signals, with L = 6,20,32,240.
These binaural signals were compared to a HOA signal,
truncated to order Np = 30, as described in (6). It was
reported that as L increases, the spatial attributes of
the estimated signal are more similar to the reference
signal, in addition to the introduction of low-pass-filter
effects, as was similarly reported in [16]. This was
reported for both the speech and castanets signals and
with both arrays. However, a formal and more elaborate
subjective study is left for future work.

6 Discussion and Conclusions

This paper studied a method for binaural reproduction
with general arrays. The method is based on estimating
the binaural signal directly from the array measure-
ments, under the assumptions of a sound field which
is comprised of a discrete set of uncorrelated sound
sources. A simulation study showed that with both a
spherical array and a semi-circular array, an accurate
estimation of the binaural signal is possible over a lim-
ited frequency range, and for a large number of sources
with directions that are distributed nearly-uniformly
in 3-D space. While the estimation with the spherical

(a) Spherical array

(b) Semi-circular array

Fig. 1: The normalized error of the estimated left bin-
aural signal described in (14) as a function of
frequency, and for various numbers of sources
L. (a) estimated with a spherical array, (b) esti-
mated with a semi-circular array.
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array is much more accurate, an array with many fewer
microphones may be desired for some applications,
where space or computational power are scarce. Most
importantly, the semi-circular array has the potential to
perform high quality binaural reproduction with com-
plex sound fields that are comprised of sound sources
arriving from directions which are not limited to the
horizontal plane. For future work, it is suggested to
further study this method with different databases of
HRTFs and other sound field models, and to perform an
elaborate subjective study with listening tests to further
verify these results.
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