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Abstract— Safety is crucial for deploying robots in the real
world. One way of reasoning about safety of robots is by
building safe sets through Hamilton-Jacobi (HJ) reachability.
However, safe sets are often computed offline, assuming perfect
knowledge of the dynamics, due to high compute time. In the
presence of uncertainty, the safe set computed offline becomes
inaccurate online, potentially leading to dangerous situations on
the robot. We propose a novel framework to learn a safe control
policy in simulation, and use it to generate online safe sets
under uncertain dynamics. We start with a conservative safe
set and update it online as we gather more information about
our dynamics. We also show an application of our framework
to a model-based reinforcement learning problem, proposing a
safe model-based RL setup. Our framework enables robots to
simultaneously learn about their dynamics, accomplish tasks,
and update their safe sets. It also generalizes to complex high-
dimensional dynamical systems, like 3-link manipulators and
quadrotors, and reliably avoids obstacles, while achieving a
task, even in the presence of unmodeled noise.

I. INTRODUCTION

Machine learning can help robots adapt to unseen scenar-
ios, but the fear of damaging the robot or its environment
hinders its deployment in the real world. Combining learning
algorithms with control theoretic tools, developed to ensure
the safety of dynamical systems, can help with this. In our
work, we build on Hamilton-Jacobi (HJ) reachability [1],
a control-theoretic framework that offers safety guarantees
for dynamical systems. Intuitively, HJ reachability computes
the set of safe states and an action policy that can together
ensure that the system does not enter a dangerous zone. Once
safe sets are computed, they can be used in combination
with learning algorithms to build frameworks that can be
guaranteed to be safe, while achieving a given task.

However, computation of safe sets suffers from the curse
of dimensionality, due to discretization of the state space. [2]
reported taking 3 days for reachability computations on a 4-
dimensional system and exact computation of reachability is
intractable for systems with more than 5 dimensions. As a
result, the optimal safe policy and safe set are often com-
puted offline for low-dimensional systems, assuming perfect
knowledge of the dynamics. In the presence of uncertainties,
however, the pre-computed safe sets might not be valid, and
can lead to dangerous situations on the robot. This makes it
important to update the safe sets online. [3], [4] address this
for low-dimensional systems.

In this work, we present a least-restrictive safety frame-
work that can be used in combination with any type of
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Offline

⇡(x, p)
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Apply u
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Calculate by rolling out
for different p 2 P̂
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If safe If unsafe

u = utask
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u = ⇡(x, µ̂)
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Update dynamics P̂, µ̂
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Fig. 1: An outline of our approach. Offline, we learn a safety policy
π(x, p), which depends on the state x and dynamics parameters p,
by randomly sampling different dynamics parameters p. Online,
we roll out π(x, µ̂) using the current estimate of dynamics, and
use it to determine the safety value at current state x. If the state is
deemed safe, a task policy is applied, and otherwise a safety policy
is applied. Finally, the dynamics parameters P̂ and µ̂ are updated
based on the new data.

controllers under uncertain dynamics by updating safe sets
online for complex high-dimensional dynamical systems.
Specifically, we focus on scenarios where the dynamics
are inaccurate due to uncertainty in rigid body parameters
such as mass, inertia, and center of mass location of links.
This is a common source of uncertainty in robots, such as
manipulators, but their identification typically does not take
safety into account. In our proposed framework, we learn a
safe policy offline by considering a distribution of dynamics
for high-dimensional systems using reinforcement learning
(RL) by building on [5]. Online, we update the distribution
of our belief of the dynamics parameters from data, and re-
compute the safe set by forward simulating the safe policy
the new belief of our dynamics parameters. As a result,
we are not overly conservative during experiments, while
staying safe. Figure 1 provides a high level overview of our
approach.

The central ideas of in our framework can also be directly
used with learning approaches with optimization compo-
nents, like model-based RL [6]. We demonstrate incorpo-
rating safety derived from our framework in a model-based
RL setting, by adding a safety constraint to the optimization,
thereby proposing a safe model-based RL setup where the
safe policy and task policy can interact with each other.

Our work is a step towards online updating and sim-to-real
transfer of reachability sets for high-dimensional systems.
We test the efficacy of our proposed framework at avoiding
obstacles during random exploration on a 8-dimensional
quadrotor, and a 3-link manipulator (6-dimensional state



space). In our experiments, our approach is able to avoid
obstacles reliably, as compared to using a nominal safe
set, especially for complex dynamics such as the 3-link
manipulator in challenging scenarios. While our work is
shown only in simulation, we emulate sim-to-real differences
by perturbing dynamics parameters and adding unmodeled
noise. We also tested incorporating safety derived from our
framework a model-based RL setting on a 2-link manipulator
and show that it is much safer when learning to complete
a task compared to using standard model-based RL. Our
results showcases the robustness of our framework, and
opens promising applications to robotic systems in the future.

II. BACKGROUND AND RELATED WORK

Safety of dynamical systems has been widely studied in
control literature, and used in combination with learning
approaches to ensure safe learning. Constrained optimization,
for example with barrier functions, can also be used to certify
probabilistic safety [7] or guide exploration to safe regions
[8]. However, barrier function methods are generally limited
to control-affine systems and the uncertainty considered in
these papers are input-independent. MPC approaches have
also been proposed to address safety as in [9], [10]. However,
safety computations in these works are either applied to
linear systems or locally linear approximations of nonlinear
systems. In comparison, our proposed approach can be
applied to general nonlinear dynamical systems directly and
the uncertainty considered in our proposed framework can
be input-dependent.

Works such as [11], [12], [13] use Lyapunov functions to
guarantee or encourage safety during learning. However, [11]
requires a Lyapunov function for a given system, [12] is lim-
ited to discrete action spaces, and [13] uses approximations
in its proposed Lyapunov constraints when addressing safety.
This can limit their applicability to the safety of complex
high-dimensional complex robots.

Our paper focuses addressing safety with HJ reachability
[1], which is a control-theoretic framework that provides
safety guarantees for general dynamical systems. There is a
lot of work on guaranteeing safety of single-agent and multi-
agent systems using reachability under different assumptions
on the dynamics and agent formation, such as [14], [15],
[16], [17]. [18] provides an overview. We will address
the most relevant HJ reachability works in the following
subsections.

A. Hamilton Jacobi (HJ) Reachability

In this work, we focus on the single-agent setting for HJ
reachability. We consider a single-player system with state
x ∈ X and action u ∈ U and dynamics ẋ = f(x, u).
We assume that f is uniformly continuous, bounded, and
Lipschitz continuous in arguments x for fixed u. In addition,
the control function u(·) ∈ U is drawn from the set of
measurable functions.

Let Z represent the danger zone, which is a set of states
that the robot should avoid. We can use a level set function

l(x) to capture Z by defining it so that l(x) < 0 if and only
if x ∈ Z .

Let ξuuux(·) be a trajectory resulting from executing uuu(·) from
state x. Then the value function V at a state x is defined as

V (x) = sup
uuu(·)

inf
t≥0

l(ξuuux(t)).

Intuitively, V (x) is the closest the trajectory gets to danger
zone Z given the best possible control to avoid the danger
zone. We define the safe set K as K = {x : V (x) ≥ 0}
and the unsafe set as the complement of of the safe set K.
Intuitively, the safe set is the set of states such that there
exists at least one control strategy for the system to avoid
the danger zone Z .

For a finite time horizon t ∈ [0, T ], this value function can
be computed by solving the Hamilton-Jacobi-Bellman vari-
ational inequality described in [1] for continuous systems.
In this work, we build on [5] for approximating the best
possible control with reinforcement learning (RL), which
typically adopts a discrete-time formulation. Hence in this
paper, we work with discrete-time version of reachability
and the infinite-horizon value function V (x) is defined as

V (x) = min

{
l(x),max

u∈U
V (x+ f(x, u)∆t)

}
.

In practice, due to errors introduced by discretization, it
is common to introduce a safety level ε > 0 such that the
safe set is defined as K = {x : V (x) ≥ ε} in order to ensure
safety. We adopt this convention in this paper.

B. Learning to approximate HJ safe sets

It is intractable to compute exact reachable sets for dynam-
ical systems with more than five states, due to discretization
of state space, and the resulting curse of dimensionality. As
a result, there has been some work on approximating safe
sets for high-dimensional problems.

[2] proposed to use function approximators to represent
the optimal safety policy for control-affine systems, which
in turn generates a safe set. [5] propose a time-discounted
Safety Bellman Equation that adapts the standard dynamic
programming backup to induce a contraction mapping in the
space of value functions. As a result, RL algorithms designed
for temporal difference learning can now be used to learn
safe sets for single-player systems.

In practice, we found that the method proposed by [5]
learns policies for complicated or high dimensional systems
more reliably. However, it assumes perfect knowledge of
the dynamics and hence does not account for discrepancies
between offline training and online environment, which can
cause the system to enter the danger zone online. We adapt
this approach to learn a safety policy under dynamics uncer-
tainty. Next, we use the learned safety policy to compute the
safe set online, while updating the estimate of the dynamics
from data.

C. Online updates to HJ safe sets in robotics problems

In this section, we give an overview of papers that address
online updates to safe sets in the presence of uncertainties



Algorithm 1: Online loop of proposed framework

Given : safety policy π(x, p), P̂0, µ̂0, x0, T , ε, t = 0
1 while t < T do
2 st = VP̂t(xt;T ); // safety value based on P̂t, µ̂t
3 if st ≥ ε then
4 ut = any action (action from a learning

controller or random action)
5 else
6 ut = π(xt, µ̂t)
7 end
8 xt+1 = f(xt, ut; ptrue) ;
9 Update P̂t+1, µ̂t+1 using (xt, ut, xt+1) ;

10 t← t+ 1 ;
11 end

in dynamics or the environment. [3] propose to use local
updates and warm-start to generate safe sets online, as static
obstacles in the environment are detected. However, this
still relies on discretization of the state space and is hence
intractable for high-dimensional systems.

[4] use a Gaussian process (GP) to model uncertainty in
the dynamics of the system, followed by HJ reachability to
compute a safe set. However, this also relies on online re-
computation of HJ reachable sets, and is hence intractable
for high-dimensional systems. Moreover, the uncertainty
considered in this work is input-independent, which is easily
violated for common platforms such as robot manipulators.

In contrast, our online update framework can be used
on high-dimensional problems, and does not assume input-
independent disturbance. We assume inaccuracy in dynamics
parameters of a robot and aim to identify these parameters
online, while maintaining safety. This is relevant for tasks
such as lifting heavy objects, where the added mass can affect
a manipulator’s dynamics.

D. Model-based Reinforcement Learning

Our safety framework can be used in combination with
model-based reinforcement learning. In this section, we give
a brief overview of model-based RL, a sample-efficient learn-
ing framework, that has shown recent success at complex
robotics tasks [19].

Model-based reinforcement learning (MBRL) iteratively
tries to optimize a policy to accomplish a task, and learns
the dynamics of the robot. Similar to [19], we use model-
predictive control (MPC) to optimize the policy. The ob-
jective of model-predictive control (MPC) is to minimize
the cost J =

∑t+H−1
h=t c(xh,uh) with respect to the actions

ut:t+H−1 ≡ {ut, . . . , ut+H−1}, given the dynamics f over a
horizon H from current time t. The first action ut is applied
on the system, and the process repeats, starting with the new
current state.

We present an application of safe sets in model-based RL
in Section III-C.

III. FRAMEWORK FOR SAFE SET COMPUTATIONS FOR
UNCERTAIN DYNAMICS

Next, we present our framework for offline training and
online updates to safe sets, outlined in Figure 1. During the
offline phase, we train a safe policy π(x, p), which takes the
state x and dynamics parameters p as input. During the online
phase, we forward simulate this safe policy from the current
state x, using our current belief of the dynamics parameters.
This computes an approximate safety value function V (x)
under our range of estimated dynamics and safety policy
π(x, µ̂), where µ̂ is the current best estimate of the dynamics
parameters. If V (x) ≥ ε, we are in the safe set, and can apply
any action relating to the task. Otherwise, we apply the safe
policy to avoid entering the danger zone. The resulting state
transition on the robot is then used to update our belief about
the dynamics parameters p.

A. Offline computation of safety policy

During offline computation, we use reinforcement learning
to train a safety policy π(x, p) which is a function of both the
state x and the dynamics parameters p. Every N episodes, we
sample a new set of dynamics parameters p and use them
to collect data to train π(x, p). This data is generated by
sampling ’true’ dynamics parameters of the simulator from
the set P = [p − dp, p + dp] for some positive dp. For a
fixed p, the safe policy π(x, p) is thus trained on data from
a distribution of dynamics, with dynamics parameters drawn
from P , making it robust to slight variance in the estimated
dynamics. The value of dp is chosen based on the estimated
uncertainty on the dynamics parameters during test time.

To train π(x, p), we adapted the update rule from [5] to
suit our purposes. We use Soft Actor-Critic [20] to train
the policy and value function together, as a function of the
dynamics parameters p, along with the state. For our purpose,
the update rule of the Q-Value function we use during RL
training is:

Q(x, p, a)←(1− γ)l(x)+

γmin

{
l(x),max

a′∈U
Q(f(x, a; p), p, a′)

}
,

where f(x, a; p) is the discrete dynamics of the robot given
that its dynamics parameters are p and γ is the discount
factor.

B. Online updates to safe set

Given the safety policy π(x, p) learned offline, we can
generate safe sets online based on our estimate of the
distribution of the parameters p. We iteratively perform the
following steps at every time step, t: (1) Compute the safety
value VP̂t(x) of the current state x for the current estimate
of the dynamics parameters set P̂t. (2) Execute an action
on the robot based on whether the safety value is below the
safety threshold ε. (3) Update the estimate of the distribution
of the dynamics parameters using new data gathered.

Algorithm 1 summarizes our framework for the online
computations. We describe these three steps during the online
phase in detail below.



1) Computing the online safe set: At any given time
step t, we maintain an estimate of P̂t, a set that dynamics
parameters p fall in with high probability c. We also maintain
a current best estimate µ̂t of the parameters. For example,
for a one-dimensional p, if we estimate our belief of p with a
Gaussian distribution, i.e., p ∼ N (µ̂t, σ̂t) and c = 0.95, then
P̂t = [µ̂t−2σ̂t, µ̂t+2σ̂t]. P̂t can also be a discrete set if the
dynamics parameters are drawn from a discrete distribution.

The safety value at any state x at time t for a fixed time
horizon T is computed as follows:

VP̂t(x;T ) = min
p∈P̂t

V (x; p, T ), (1)

where V (x; p, T ) is the estimated safety value for dynamics
parameter p and time horizon T . To compute V (x; p, T ), we
roll out the optimal policy π(x, µ̂t) from x for horizon T .
We denote the resulting trajectory as ξπµ̂t ,Tx,p (·). Hence we
compute V (x; p, T ) as follows

V (x; p, T ) = min
t′∈{t,t+1,...,t+T}

l
(
ξ
πµ̂t ,T
x,p (t′)

)
. (2)

Intuitively, V (x; p, T ) is the minimum distance between
the robot and the danger zone, when executing the policy
π(x, µ̂t), if the true dynamics parameters were p, over a
trajectory of length T . At any time t, we can compute the
safety values at all states x in the space and form a safety set
based on this. However, in practice, we only need the safety
value at the current state xt to determine the safety of the
robot. By taking the minimum of V (x; p, T ) over all possible
dynamics parameters in P̂t when computing the safety value
VP̂t(x;T ) at state x, the framework employs an avoidance
control if any dynamics parameter in P̂t results in a value
of V (x; p, T ) that’s less than the safety threshold ε.

As described in Equation 1, to compute the safety value
VP̂t(xt;T ) at xt, we need to forward simulate dynamics for
all p ∈ P̂t. When P̂t is a continuous set, in practice, we
discretize finely over P̂t and simulate the dynamics with
each of the discretized values of the dynamics parameters
in parallel.

Given our proposed approach, we now formally present a
proof of guaranteed safety of our proposed framework under
specific conditions.

Theorem 1: Assume that P̂t is a discrete set. For any time
t and state x, if the true dynamics parameter ptrue ∈ P̂t,
VP̂t(x;T ) ≤ V ?(x; ptrue, T ) for the fixed time horizon
T where V ?(x; ptrue, T ) is the true value function based
on the true dynamics parameters ptrue under discrete-time
dynamics.

Proof: First, we remind the reader that V (x; p, T ) is the
safety value at x derived from using policy π(x, µ̂t) as seen
in equation 2. Now we know that for any p, V (x; p, T ) ≤
V ?(x; p, T ) because π(x, µ̂) is at most as good as the true op-
timal policy π?(x, p). Hence, VP̂t(x;T ) = min

p∈P̂t
V (x; p, T ) ≤

min
p∈P̂t

V ?(x; p, T ) ≤ V ?(x; ptrue, T ), where the second in-

equality holds because ptrue ∈ P̂t under our assumption.

This implies that our framework results in a conservative
estimate of the true safe set under the aforementioned
assumptions, as long as ptrue ∈ P̂t. For cases where
dynamics parameters are drawn from a continuous set, we
discretely sample in the dynamics set P̂t. As a result, we
lose guaranteed safety, but we still demonstrate empirically
that using our proposed approach is safer than using nominal
safe sets.

2) Determining the action to take: If VP̂t(xt;T ) ≥ ε, we
can guarantee that by executing the safe control π(xt, µ̂t),
we can avoid the danger zone for time horizon T , under
assumptions outlined in 1. Although these conditions may
not be satisfied in practice, this decision rule still provides
a good criterion for selecting whether or not to execute
the safe policy. When the robot is determined safe, we
can apply any action, such as an action determined by any
learning controller. When VP̂t(xt;T ) < ε, we apply the
action determined by the safety policy. In this sense, we
have a least-restrictive safety framework such that the robot
is free to perform any action until it is close to the unsafe
set, at which point, the safety controller takes over.

3) Updating dynamics from data: To update our belief
about the dynamics parameters p, we can use any system
identification approach that gives us a probabilistic estimate
of p. Identifying dynamics parameters such as for robot
manipulators is widely studied in robotics, such as in [21],
[22]. In this paper, we use Bayesian Linear Regression
(BLR) to update our belief over µ̂t and σ̂t for the Gaussian
distribution, and in turn use them to update P̂t. Please see
Chapter 3 [23] for details about Bayesian Linear Regression
(BLR). This gives us an online, continual way of learning
dynamics parameters that can easily generalize to tasks such
as picking and placing heavy objects. In cases where the
uncertain parameters are not linear in the dynamics, we can
use more advanced techniques for parameter identification,
such as [22].

C. Safe Model-based Reinforcement Learning

Our approach can easily be used in combination with
model-based learning approaches, like model-based RL. We
add a safety constraint to the model-based RL optimization,
which renders the search for the optimal policy to be biased
towards safety. Given current state xt and the current best
estimate µ̂t of the parameters, the safe model-based RL
optimization problem becomes

ut:t+H−1 = arg minut:t+H−1

t+H−1∑
h=t

c(xh, uh) (3)

s.t. xh+1 = f(xh, uh; µ̂t) (4)
VP̂t(xh+1;T ) ≥ ε ∀h ∈ {t, . . . , t+H − 1} (5)

where f(xh, uh; µ̂t) is the discrete dynamics function assum-
ing the dynamics paramters are µ̂t. After ut is applied on the
robot, the (state,action,next state) transition is measured and
used to update the our belief about the dynamics. The current
state is updated to the new state, and the process repeated.
If no feasible action sequence can be found, the safety



policy is applied, i.e., ut = π(xt, µ̂t). [24] propose a related
setup for model-predictive control, with ellipsoidal safe sets
with linearized dynamics. On the other hand, our approach
incorporates safety directly using the original dynamical
system.

Note that the planning horizon H is typically chosen to be
much shorter than the safety horizon T . This is because in-
creasing H increases the dimensionality of the optimization
(actions ut:t+H−1). Due to non-convexity of the problem,
this can lead to poorer solutions for longer horizons. On the
other hand, T does not affect the optimization dimension,
and can be much larger. This ensures that even though our
model-based RL algorithm has a short foresight, our safety
constraint maintains a longer horizon plan for safety. We
use random sampling in the space of actions to optimize the
optimization problem described in Equation 3.

IV. ILLUSTRATION : DUBINS CAR

In this section, we demonstrate our proposed framework
on a 3-dimensional Dubins car obstacle avoidance problem.
The dynamics of Dubins car can be described as:

q̇x = v cos θ, q̇y = v sin θ, θ̇ = ω. (6)
The 3-dimensional state variables qx, qy, θ represent the
(x, y)-position and the heading of the vehicle. v is the
constant speed. The control input ω is the rate of change
of the heading of the vehicle. Input is constrained to be
|ω| ≤ 1. The uncertain dynamics parameter p is the speed
v, emulating measurement noise or sensor biases. The initial
estimated speed is v̂0 = 1.8 m/s, while the true speed is
vtrue = 2.0 m/s. We add Gaussian noise with zero mean and
standard deviation 0.1 to the transitions of the true dynamics
model to further simulate differences between simulation and
real world.

A. Obstacle avoidance with our framework vs. using a
nominal safe set

Figure 2 shows an example where the vehicle is avoiding
an obstacle (red) and reaching a goal (green). Our method
starts with the initial estimate v̂0 = 1.8, σ̂0 = 0.3, which
gives us P̂0 = [1.2, 2.4]. On the other hand, the baseline as-
sumes the nominal speed v̂0 = 1.8 throughout the execution.

During the offline learning phase, we use Q-learning to
train the optimal safety policy π(x, p). Online, as more data
is collected, our estimate of dynamics is updated and the
safety set is updated online as described in Section III-B.1.

As seen in Figure 2, with our approach, the vehicle suc-
cessfully avoids the obstacle and reaches the goal (top row),
while with the safe set from inaccurate nominal dynamics,
the vehicle hits the obstacle (bottom row). The black and grey
curves in each figure show the initial unsafe set computed
based on the estimated speed and the true speed, respectively.
As expected, the unsafe set (black) computed using our
framework is larger than the true unsafe set (grey), as we take
into account the uncertainty in the dynamics. However, as
we learn more about the dynamics and update our estimated
safe set, the difference between our estimate and the true
safe set becomes smaller. This experiment shows the benefit

(a) Ours at t = 0 (b) Ours at t = 10

(c) Nominal at t = 0 (d) Nominal at t = 8

Fig. 2: Behavior of using our framework (top row) vs. using the
nominal safe set (bottom row). Our framework avoids obstacle (red)
early and successfully reaches the goal (green). Using the nominal
speed, the vehicle avoids too late, and hits the obstacle. The blue
dots represent trajectory to the current frame and the green dots
in the top right graph illustrate future trajectory. For each safe set
plot, we plot the slice of the safe set over x-y plane at the current
heading θ of the vehicle.

of using our framework even when the estimation error in
the dynamics parameter is small.

For this 3-dimensional system, at each time step, the
computation time for updating estimate of dynamics and
computing the updated safe value is about 1× 10−4 s and
0.056 s respectively. In comparison, [4] take about 2 s to re-
compute the safety set for a 2-dimensional system.

B. Benefit of online update vs. conservative initial estimate

Offline, we learn a conservative estimate of the safe set
which can keep the system safe. However, it can be too
restrictive in some settings, and online updates can help
achieve better performance by making the safe set less
restrictive over time. This is illustrated in Figure 3, where
using the initial conservative estimate (bottom row) causes
the vehicle to miss the goal as it starts avoiding the obstacle
too soon. On the other hand, using the updated safe set (our
approach, top row) allows the robot to reach the goal.

V. EXPERIMENTS

In this section, we present experimental results on 2-
link and 3-link manipulators (4D and 6D problems), and
an 8D quadrotor system. We perform extensive experiments
to compare performance of our framework against standard
reachability, with inaccurate nominal dynamics. Furthermore
we present results on the benefit of using MBRL with safety
constraints derived from our framework, versus using MBRL
with no safety constraints.

We experiment with two different kinds of scenarios,
random and challenging. We observe that the system gets



(a) With updates at t = 6 (b) With updates at t = 12

(c) No updates at t = 6 (d) No updates at t = 13

Fig. 3: Benefit of using online updates (top row) vs. using the
initial conservative estimate (bottom row) of the safe set without
updating our dynamics estimate. The black curve shows the unsafe
set. Both methods ensure safety, however, always using the initial
estimate can make the system overly cautious and miss the goal.

closer to unsafe states much more commonly in challenging
scenarios than random scenarios. In general, our method
shines in conditions that were tough. For safety, it is im-
portant to avoid obstacles in all scenarios, and challenging
initial conditions showcase the robustness of our approach
vs. using the nominal safe set.

In all trials across different scenarios and methods, the
nominal dynamics parameter is always p̂0 = 2. For the
random initialization, the true dynamics is sampled from
the set ptrue ∼ uniform[p̂0 − 2σ, p̂0 + 2σ] and for the
difficult scenario the true dynamics is sampled from ptrue ∼
uniform[p̂0 − 2σ, p̂0], for σ = 0.1, 0.3.

In our first set of experiments, we simulate 200 trials for
various dynamical systems. Each trial lasts for T = 100 time
steps. We define a trial successful if the robot does not hit
any obstacle throughout the entire trial, and terminate early
if it hits the obstacle. In each trial, we apply a uniformly
random action, if the algorithm determines that the robot is
safe, and apply the safety policy otherwise. We compare the
rate of success of our framework with that of a nominal safe
set with inaccurate dynamics. We use Soft Actor-Critic [20],
implementation from [25], to train the safety policy π(x, p)
for all dynamical systems.

Both methods start from the same, safe initial condition.
To emulate sim to real differences, we add random Gaussian
noise with zero mean and standard deviation of 0.1 to the
control inputs for all systems. Note that the noise added to
the control input does not satisfy the assumptions of BLR
(III-B.3), but our proposed method consistently outperforms
the baseline in challenging scenarios. In addition, for the
3-link manipulator, we also performed an extensive experi-
ment where our framework assumes a damping coefficient
different from the true damping coefficient, without updating
our belief. This shows the robustness of our approach to
situations that violate the assumptions of our algorithm.

A. 2-link manipulator

We consider the task of safely controlling a 2-link manip-
ulator in the x-y plane. The dynamics of a manipulator are:

M(q)q̈ + C(q, q̇)q̇ = u. (7)

Here q = [θ1, θ2] are the joint angles of the two links, M(q)
is the inertia matrix, and C(q, q̇) is the Coriolis matrix. The
full state of the system is 4-dimensional, x = [θ1, θ2, θ̇1, θ̇2].
u = [τ1, τ2] is the 2-dimensional control input or torque
in the joints, which is constrained to |τ1| , |τ2| ≤ 1. We use
simplified dynamics with masses at the end of each link (each
of length 1.0 m), and first mass m1 =1.0 kg. The uncertainty
in the dynamics comes from uncertainty in the mass at the
end-effector p = m2. The square obstacle has edge length
1.0m.

While we did not consider gravity in our dynamics in
Equation 8, these dynamics generalize to manipulators with
manufacturer-provided gravity compensation, such as Kuka
LBR [26]. The initialization of the states for the random and
challenging scenarios are:

[θ1, θ2] [θ̇1, θ̇2]

Random [0, 0] + xrand [0, 0] + dxrand

Challenging [π
7
, π
6
] + xchal [0.3, 0.4] + dxchal

where each variable is sampled from the uniform dis-
tribution within the range: xrand : [−π, π] rad, dxrand :
[−0.5, 0.5]rad/s, xchal : [−0.5, 0.5] rad, and dxchal :
[−0.5, 0.5]rad/s. Figure 4 visualizes the challenging initial
conditions.

As summarized in Table I, with random initialization, the
success rates for our proposed framework and using the
nominal safe sets are similar. However, in the challenging
scenario with σ = 0.3, our approach successfully avoids the
obstacle with a 99.5% success rate, while using the nominal
safe set only succeeds 85% of the time. This shows that
even on a 4-dimensional system, inaccurate dynamics can
adversely affect the performance of safety approaches, espe-
cially in challenging scenarios. In such a case, online updates
to the safe sets can significantly improve rate of successfully
avoiding obstacles, and other dangerous situations.

B. 3-link manipulator

The 3-link manipulator has similar dynamics to the 2-
link system, but with an additional link. This makes the
state space 6-dimensional and action space 3-dimensional,
adding computational complexity. The full state is x =
[θ1, θ2, θ3, θ̇1, θ̇2, θ̇3]. u = [τ1, τ2, τ3] is the torque, where
|τ1| |τ2| , |τ3| ≤ 1. Note that this system is intractable for
standard reachability. The manipulator has masses m1 =
1.0,m2 = 2.0 and m3 at the end of each link (each of
length 1.0). The uncertainty in the dynamics comes from
uncertainty in the mass at the end-effector p = m3.

The initialization of the states are described as follows:
[θ1, θ2, θ3] [θ̇1, θ̇2, θ̇3]

Random [0, 0, 0] + xrand [0, 0, 0]+rand

Challenging [π
7
, π
6
, π
5
] + xchal [0.2, 0.2, 0.2] + dxchal

where each variable is sampled from the uniform dis-
tribution within the range: xrand : [−π, π] rad, dxrand :
[−0.5, 0.5] rad/s, xchal : [−0.2, 0.2] rad, and dxchal :
[−0.2, 0.2] rad/s. Figure 4 visualizes the challenging initial
conditions.



Fig. 4: Environments and the challenging initial conditions that
we randomize around for the 2-link and 3-link manipulators exper-
iments. The arrows represent the velocities at the joints and end
effectors. The red squares are the obstacles.

In the random initialization scenario, we observe compa-
rable performance between our framework v.s. the baseline,
with ours succeeding 96.5% of the time and the baseline
succeeding 91.5% of the time for σ = 0.3. Our framework
shines in this complicated dynamical systems in difficult
scenarios, with the success rate being 53.0% with our
framework and 35.5% for the baseline for σ = 0.1. The
performance of all reachability approaches gets worse as
the complexity of the dynamics increase, but nominal safe
set computations are more brittle than our framework. This
highlights the need for robust, reliable and online updated
reachability sets, especially for complex high-dimensional
systems. The complete results are summarized in Table I.

C. 3-link damped manipulator

We also consider a damped variant of a 3-link manipulator,
whose dynamics are given by

M(q)q̈ + C(q, q̇)q̇ +Bq̇ = u. (8)

Here, B is the damping coefficient and the rest of the
notations are identical to Equation 8. The experimental
settings are exactly identical to the non-damped version de-
scribed previously, except for the added damping. To emulate
unmodelled, sim-to-real differences, we do not update the
damping coefficient of our dynamics. The inaccuracy in
dynamics arises from the mass of the last link m3, as well
as the dampling B. m3 is updated online, while B is not.

For all experiments, we fix the inaccurate damping coef-
ficient to be 0.4. In each trial, for the random scenarios, the
true damping coefficient is sampled from a uniform distri-
bution between [0.3, 0.5] while in the challenging scenario,
the true damping coefficient is sampled from a uniform
distribution between [0.3, 0.4]. Our experiments show that
even with such unmodelled disturbances, our approach can
avoid obstacles 87% of the time in challenging scenarios
with σ = 0.3. On the other hand, the nominal safe set
only avoids the obstacle 64.5% of the time. This shows that
our framework learns a robust representation of the safe set,
that generalizes to unmodelled disturbances, and successfully
avoids the danger zone. Note that the success rates are higher
than those from 3-link manipulator without damping in the
previous section because adding damping makes it easier to
learn a good safe policy offline.

D. Quadrotor (8-dimensional system)

We also consider an 8-dimensional quadrotor dynamical
system for our experiments. The states of the quadrotor are

[x, y, z, vx, vy, vz, θ, φ], where x, y, z are the positions in x-
y-z space, vx, vy, vz are the velocities, and θ, φ are the roll
and yaw angles. Assuming gravity g, the dynamics are:

q̇x = vx, q̇y = vy, q̇z = vz (9)
v̇x = gtanθ, v̇y = −gtanφ (10)

v̇z =
uz
m
− g, θ̇ =

uθ
m
, φ̇ =

uφ
m
. (11)

The input to the systems are forces uθ, uφ, uz that directly
affect the vertical and rotational accelerations of the quadro-
tor. The uncertainty in the dynamics arise from uncertainty
over the mass m. The bounds on the control are: |uθ| , |uφ| ≤
0.1 and uz ∈ [g − 2.0, g + 2.0]. The obstacle is a cube at
[qx, qy, qz] = [0, 0, 0] with edge length 1.0.

The initialization of the states are described as follows:

[qx, qy , qz ] [vx, vy , vz ]

Random [0, 0, 0] + xrand [0, 0, 0] + dxrand

Challenging qx = 0, qy = 0, qz = xchal [0, 0, 0] + dxchal

where xrand and dxrand are sampled from the uni-
form distribution within the range: xrand : [−2, 2]m,
dxrand : [−0.2, 0.2]m/s, xchal : [0.55, 0.6]m, and dxchal :
[−0.1, 0]m/s. For both random and challenging scenarios, the
initial [θ, φ] is always [0, 0]rad in the experiment.

Even though the quadrotor is higher dimensional than
the manipulators, the control of the quadrotor dynamics is
simpler. Hence, it is easier to find control policies that can
successfully avoid the obstacle from most initial conditions.
Both the nominal safe set and updated safe set have close to
100% success at avoiding the obstacle for random initializa-
tion. For the challenging scenario, we amplified the difficulty
by applying a downward uz when safe, instead of a random
action. In this setting with σ = 0.3, our framework has a
success rate of 95% while the baseline has a success rate of
85%, again displaying the robustness of our framework as
compared to the nominal safe set. Results are summarized
in Table I.

The compute time of updating the safe sets online for the
different dynamical systems is shown in Table II, demonstrat-
ing that our framework is very fast at updating dynamics and
corresponding safe sets.
E. Experiments with safe model-based RL

In this section, we present experimental results on applying
our proposed method for maintaining safety under uncertain
dynamics to model-based RL as described in section III-C.
First we demonstrate qualitatively the benefit of incorporat-
ing safety in MBRL in Figure 5. When considering safety,
the 2-link manipulator learns to apply actions that avoid the
obstacle (red) while reaching the goal (green). On the other
hand, standard MBRL without safety hits the obstacle while
getting to the goal. Both approaches start at the same initial
configuration, [θ1, θ2, θ̇1, θ̇2] = [− π

12 ,
13π
20 , 0, 0]. The obstacle

is a square centered at [x, y] = [0, 1.5] with side length 1.0
and the goal is a circle centered at [x, y] = [1.5, 1.0] with
radius 0.03. The uncertainty comes from the mass m2 at the
end-effector.



2-link manipulator (4D) 3-link manipulator (6D) 3-link-damped (6D) Quadrotor (8D)

σ = 0.1 σ = 0.3 σ = 0.1 σ = 0.3 σ = 0.1 σ = 0.3 σ = 0.1 σ = 0.3

Random Nominal (Baseline) 99.5 97 93.5 91.5 97 98.5 100 99.5
Our framework 100 98.5 93.5 96.5 98.5 97 100 98.5

Challenging Nominal (Baseline) 93 85 35.5 27.5 80.5 64.5 89.5 85
Our framework 99 99.5 53 39.5 93.5 87 93.5 95

TABLE I: In this table, we show comparisons of success rates between using our framework and the nominal safe set. For the scenario
using completely random initialization, our framework performs slightly better than the baseline. This is due to the fact that with this
initialization, the robot rarely gets to a situation where it’s close to being unsafe. However, to test the robustness of our approach and
the baseline, we consider random initialization around challenging scenarios. We can clearly see the performance benefit with using our
method in these scenarios, especially for systems with complicated dynamics such as the 3-link robot arm. Here σ determines the range
of values we sample the true dynamics parameter ptrue from and is explained in detail in the text.

2-link 3-link Quadrotor

Compute time 0.17 s 0.25 s 0.10 s

TABLE II: Average computation time for re-computing safety
values at each time step. Even though the quadrotor has higher
number of dimensions, its dynamics are much simpler than the
those of the manipulators

To compare safe MBRL with standard MBRL, we ran a
large scale experiment with 100 randomized runs to evaluate
the effect of incorporating safety into MBRL. For each trial,
the obstacle location and the initial state are identical to
that presented in Figure 5. We randomize the goal location
for each run. We set the maximum time steps allowed to
reach the goal for both methods to be 300, with integration
time-step dt = 0.1. For each run, both methods (with
and without safety constraints) start with the same initial
condition and have the same goal. A trial terminates early
when the robot hits the obstacle or reaches the goal. For this
set of experiments, the dynamics uncertainty comes from the
mass at the end-effector. The true mass at the end-effector
is p = m2 = 2.4. For both approaches, we start with
an initial belief of the uncertain dynamics parameter as a
Gaussian distribution with mean 2.2 and standard deviation
0.1 and update the belief over time as MBRL runs. Note
that both approaches update the dynamics parameter using
BLR, as in Section III-B.3, but MBRL with safety explicitly
reasons about safety using our framework when solving the
optimization in Equation 3.

The results are summarized in table III. Completion rate
indicates the percentage of trials in which the robot reaches
the goal without hitting the obstacle, and collision rate refers
to the numb er of trials with collision out of all runs. We
can see that by incorporating safety in MBRL, the collision
rate is 4% compared with 21% when not incorporating
safety. Hence using MBRL with safety leads to a much safer
learning process.

VI. CONCLUSION AND FUTURE WORK

In this work, we present a framework for offline training
and online updates to safe sets in the context of Hamilton-
Jacobi reachability analysis. We start by learning a robust
safe policy by considering a distribution over dynamics.
This is then used online to generate safe sets by rolling out
the safe policy from a given state and current estimate of
the dynamics. Simultaneously, we collect dynamics data to

With safety Without safety

Completion rate 93 77
Collision rate 4 21

TABLE III: This table summarizes our large scale experimental re-
sults for incorporating safety into MBRL. Completion rate indicates
the percentage of runs the robot reaches the goal without hitting the
obstacle. We can see that incorporating safety in MBRL decreases
the collision rate considerably. Note that the sum of completion
rate and collision rate is not 100% because there are runs where
the robot neither reaches the goal nor hits an obstacle as we set a
limit on the number of time steps allowed for task completion.

(a) MBRL with safety (b) MBRL without safety

Fig. 5: With the same initial configuration (grey), MBRL with
safety learns to reach the goal (green) without hitting the obstacle
while MBRL without safety hits the obstacle while moving towards
the goal. Without safety, the robot speeds towards the goal greedily
and needs to turn around due to torque saturation. It ends up hitting
the obstacle while with safe MBRL, the robot moves slowly and
safely towards the goal.

update our estimate of the dynamics parameters. This gives
rise to a safe learning framework that can learn about its
dynamics, and achieve a task, while maintaining safety. Our
framework generalizes to high-dimensional systems, such
as 3-link manipulators and quadrotors, and reliably avoids
obstacles in challenging scenarios, where using a nominal
safe set might fail. In addition, we demonstrate that the
central idea of our framework can be used in combination
with MBRL to learn to accomplish a task safely.

While our experimental results demonstrate that our
framework is robust to uncertainties in dynamics, our ex-
periments are conducted in simulation with added noise and
unmodeled inaccuracy in the dynamics parameters. The next
step is to study this approach on a real high-dimensional
robot arm. In such cases, some of the modeling inaccuracy
arises from inertial parameters, but there are also other
sources of inaccuracy, such as state-dependent friction co-



efficient, which are not captured in our current setup. In
the future, we would like to study more general dynamics
and safety learning approaches that can generalize to such
problems.
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