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Abstract

The gradients of convex functions are expressive models of non-trivial vector fields.
For example, the optimal transport map between any two measures on Euclidean
spaces under the squared distance is realized as a convex gradients via Brenier’s
theorem, which is a key insight used in recent machine learning flow models. In
this paper, we study how to model convex gradients by integrating a Jacobian-
vector product parameterized by a neural network, which we call the Input Convex
Gradient Network (ICGN). We theoretically study ICGNs and compare them to
modeling the gradient by taking the derivative of an input-convex neural network,
demonstrating that ICGNs can efficiently parameterize convex gradients.

1 Introduction

The theory of optimal transportation has seen an explosion of computational interest within the
machine learning community over the last decade. For example, the Wasserstein metric enables loss
functions to leverage the geometry of the underlying space by allowing one to lift any ground cost on
a Polish space to the space of measures in a way that metrizes weak convergence. Several works have
explored using this distance computationally, such as in Entropic Regularized distance via Sinkhorn
divergences [1, 2], or Kantorovich-Rubinstein duality with the W1 cost [3–5]. The machine learning
community has also recently been interested in applications of Brenier’s Theorem [6, 7], which states
that the optimal map for the W2 problem is realized as the gradient of a convex function which
maximizes the Kantorovich dual problem. This motivates the use of convex gradients for problems
such as density estimation and generative modeling, since any density with finite second moment can
be realized as the pushforward of a source measure by a convex gradient.

However, in practice, it is difficult to expressively model the gradients of convex functions. The
leading approach – the Input Convex Neural Network [8] (ICNN) – models a convex potential which
can be differentiated with respect to the inputs to produce a gradient map. Huang et al. [9] combine
Brenier’s theorem with the ICNN gradients to design flow based density estimators, and Makkuva
et al. [10], Korotin et al. [11] use a similar combination to solve high-dimensional barycenter and
transport problems. While Huang et al. [9] prove a universal approximation theorem for the ICNN, the
result relies on stacking a large number of layers. This detail is not just be theoretical; in Section 4.1,
we give a polynomial where a 1-layer ICNN struggles to fit its gradient.

The fundamental difficulty in input-differentiating a neural network to model a gradient is that a
product structure emerges [12]. This does not cause issues for training the network on objectives
involving the output, like regression, but can emerge in applications where the objectives involve the
input-gradient of a network’s output [9–11]. Taking the product of activations of a neural network is
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more similar to a polynomial than a neural network, and can suffer from oscillations caused by the
Runge phenomena. Instead, it would be desirable to directly model the gradient in a way closer to a
feedforward network, while guaranteeing that the model parameterizes a convex gradient.

1.1 Our contributions

For these reasons, we introduce a new class of models which we refer to as Input Convex Gradient
Networks (ICGN), which is implicitly parameterized by operations on the output of a "hidden"
network, similar to the Neural ODE, [13], or Deep Equilibrium Model, [14]. Specifically, we perform
a numerical line integral on a symmeterization of the Jacobian, derived from the Gram decomposition
of a Positive Semi-Definite (PSD) matrix (see (4)). We take this indirect – and potentially more
complex – approach for 2 primary reasons:

1. Modeling the Jacobian directly allows us to enforce constraints on its structure. In Theorem
1, we show our constraints guarantee the model parameterizes a convex gradient. Due to
our interpretation via the chain rule, we also believe this avoids having the ill-fated product
structure as the ICNN gradient does.

2. Implicitly modeling then integrating allows us to succinctly build complex models, by
leveraging the inherent complexity of integration. In this sense, we view our work as a
compromise between full ODE models like [13] and a regular feedforward architecture.

The last point relates to what we conjecture is a key benefit of our work. We create a model by
integrating a "hidden" network, which we hope to be able to compactly parameterize complex models.
In contrast, existing work models gradients by differentiating ICNNs, where the gradient has a similar
order of expressiveness to the ICNN itself and is potentially ill-behaved.

As is often said in introductory calculus: "Differentiation is mechanics, but integration is art."
Although the gradient of the ICNN is related to the network itself by a relatively simple procedure –
symbolically and numerically [15] – the same cannot be said for the integral. It is exactly this lack
of a simple relationship we hope will allow us to compactly parameterize complex models with the
ICGN.

1.2 Outline

In § 2.1 we motivate the structure of our model, and give an interpretation in terms of the Chain rule.
Notably in § 2.3 we describe an operation that computes the line integral of a symmeterized Jacobian,
and give conditions when it produces a convex gradient. In § 3 we introduce our model, which
consists of applying this operation to a suitable neural network. In § 4 we give two toy experimental
implementations, and we round off § 5 by discussing some open problems and directions for future
work.

1.3 Related work

Structured higher-order info: Various applications require various guarantees about learned func-
tions. We are primarily interested in convexity, which ICNNs [8] guarantee. [16] look at guaranteeing
Lipschitzness, while [17] look at guaranteeing the function is a valid distance. Sobolev networks [18]
take the alternative approach of fitting high-order info with a soft penalty. In future work, we are
interested in looking at enforcing properties other than convexity with our method.

Implicit Models via integration: Implicit models with no explicit architecture are a powerful tool
for generating complex models. One way to generate implicit models is by using the weights are
used in some iterative procedure to generate an output – ex., deep equilibrium networks [19]. We are
particularly interested in implicit models generated via integration – ex., Neural ODE’s [13] have
seen recent popularity in applications like spatio-temporal point processes [20]. Jacnet [21] proposed
a related method to structure higher-order information by learning them implicitly with integration.

Flow-based models: We are motivated by downstream applications of our methods to flow-based
models, which are powerful tools for designing probabilistic models with tractable density.[22]
Recently, [23] introduced Convex Potential Flows using the gradient map of an ICNN. Our method
could be applied to generate similar convex flows – we are excited for this future work.
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Optimal Transport: Makkuva et al. [10] explored using Input Convex Neural Networks for learning
transportation maps, while Alvarez-Melis et al. [24] and Mokrov et al. [25] used ICNN’s for the
Kantorovich dual specifically in the setting of Wasserstein gradient flows [26]. Fan et al. [27] also
attempted solving the Wassertein Barycenter [28] problem using ICNNs.

2 Building Convex Gradients

In the following, we give proofs inline when possible, but we defer them to the appendix when they
are lengthy.

2.1 A basic structure theorem for convex gradients

We highlight some properties of vector mappings where the Jacobian matrix has a particular structure.
Let G : Rn → Rn be a smooth vector field where there exists V : Rn → Rn×n such that

DGx = V T (x)V (x) (1)

where DG = ∂G
∂x : Rn → Rn×n is the Jacobian matrix of G. Then the following theorem holds:

Theorem 1. For any G that satisfies (1) there exists a convex function g : Rn → R such that
G = ∇g. i.e G is the gradient of convex function.

The proof follows by combining the following 2 propositions:

Proposition 1. There exists ϕ : Rn → R such that ∇ϕ = G. i.e, it is a potential field.

Proof. Treating G as a 1-form by identifying G =
∑
iGidx

i (forgiven because the space is flat), G
is closed if (see equation 11.21 in [29])

∂Gi
∂xj

=
∂Gj
∂xi

∀i, j

but that is exactly equivalent to the Jacobian of G being symmetric, since the entries are [DF ]ij =
∂Gi

∂xj . But that follows because the product V TV is symmetric by construction. Now since the domain
is the Euclidean space, by the Poincaré lemma [29], all closed 1-forms are exact. Thus there exists a
0-form g such that dg = G however, for 0-forms, the exterior derivative just reduces to the gradient
(modulo lowering an index) thus ∇g = G and so G is conservative.

Proposition 2. The g that satisfies∇g = G is convex.

Proof. Since g is smooth, it is sufficient to check that the Hessian of g,∇2g is Positive Semi-Definite
(PSD). But since∇g = G it follows that

∇2g = D[∇g] = DG = V TV

which is PSD because it is a Gram decomposition. Thus g is convex.

2.2 Building convex gradients from Gram products

Given the Gram factorization we explored above, it is tempting to ask the following question: given
G : Rn → Rm smooth, does there exist H : Rm → Rn such that DHG(x) = [DGx]

T ? This
question is led by the observation that, by the chain rule, the Jacobian of H ◦G becomes

D(H ◦G)x = DHG(x)DGx = [DGx]
TDGx

so by Proposition 1 & 2, H ◦ G is the gradient of a convex function. In such a case, we say H
convexifies G. Here are a few examples of these G,H pairs

1. If G(x) = Ax for some matrix A ∈ Rd×d, then H is given by H(x) = ATx.
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2. If σ : Rn → Rn is any smooth, invertible and elementwise function, then it’s Jacobian is
diagonal of the form (recall xi is the i’th component of x)

Dσx =


σ′(x1) 0 · · · 0

0 σ′(x2) · · · 0
...

...
. . . 0

0 0 · · · σ′(xn)


so if G = σ, the H is given by elementwise γ such that γ′ = σ′ ◦ σ−1

3. If A is as in 1. and σ is as in 2., then G = σ ◦A is convexified by H = AT ◦ γ, where γ is
such that γ′ = σ′ ◦ γ. In that case,

DHG(x) = ATDγG(x) = ATDσσ−1◦σAx = ATDσAx = [DG(x)]T

this shows that there are non-trivial non-linear solutions.

Unfortunately, composing these solutions further does not yield G’s with closed form solutions.The
next proposition,however, provides a characterization in the case where G is assumed to be invertible:
Proposition 3. Let G : Rn → Rn be an invertible smooth vector field. An H exists such that

DHG(x) = [DGx]
T or equivalently DHx = [DGG−1(x)]

T

if and only if
∂

∂xj

(
∂Gi
∂xk

(G−1(x))

)
=

∂

∂xi

(
∂Gj
∂xk

(G−1(x))

)
or equivalently, for each 1-form defined by

γk :=

d∑
i=1

∂Gi
∂xk

(G−1)dxi

γk must be closed, i.e dγk = 0.

The proof is given in A, along with a discussion of connections to Brenier’s Polar Factorization
theorem.

2.3 Gram Products by Integration

In general, even if we can verify that an invertible G satisfies Proposition 3, there is little hope of
finding a closed form for H . But given that we know if such an H exists, it must satisfy

D(H ◦G)x = [DGx]
TDGx (2)

For our purposes, we are interested in computing the composition H ◦ G, so we will proceed by
integrating the right hand side. The following definition makes this precise, and generalizes to the
case where G is not assumed invertible:
Definition 1. Let G : Rn → Rm be a smooth vector field. Assume G satisfies the following partial
differential equation:

∂2G

∂xk∂xi
· ∂G
∂xj

=
∂2G

∂xk∂xj
· ∂G
∂xi

∀1 ≤ i, j, k ≤ n (3)

where the · is a Euclidean dot-product, ∂G∂xi is a vector derivative (i.e a column of the Jacobian). We
define the convexification of G to be

F (x) =

∫ 1

0

[DGsx]
TDGsxxds F : Rn → Rn (4)

The utility of this definition is made clear in the following proposition:
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Theorem 2. The Jacobian of F , DF takes the form

DF = [DG]TDG

by theorem 1, this implies there exists a convex ϕ : Rn → R such that F = ∇ϕ.

Lastly we give an important structural result – a weaker version of the characterization we had in the
case where G was invertible, but still sufficient for our needs:
Theorem 3. Assume a vector field H (in the sense of 2) that convexifies G exists, then H ◦G = F
as defined above, i.e

H ◦G(x) = F (x) =

∫ 1

0

[DGsx]
TDGsxxds

This result can be interpreted as: if a solution exists, this integral will find it.

3 Input Convex Gradient Networks

Given a Neural Network Mθ : Rn → Rm with smooth activations, we can apply the transformation
(4) to it. By using automatic differentiation algorithms, we can efficiently compute the Jacobian-vector
and Jacobian-Transpose-vector products required for the integrand. In this case we write

Nθ =

∫ 1

0

[D(Mθ)sx]
TD(Mθ)sxxds

When the explicit model Mθ satisfies (3), we refer to the implicit model, Nθ, as an Input Convex
Gradient Network (ICGN). A few details are in order:

1. To evaluateNθ(x) for a point x, we numerically compute the line integral. When considering
which quadrature method to use, we have a special constraint – we need the numerical
estimator to be unbiased, ruling out deterministic methods like Gaussian Quadrature or
Simpson’s rule. This is required because the optimizer can learn to modify the network in
ways that take advantage of the estimator using the same fixed points.
In essence, the optimizer fits the quadrature method instead of the function. As a conse-
quence, the output diverges significantly from the true value of the integral. For this reason,
we use a Monte Carlo estimator in practice. Despite having poor efficiency per function
evaluation, the unbiased nature of the estimator is essential for training.

2. Note that we can have m > n for Mθ : Rn → Rm. In practice this allows us to augment the
output dimension, which we can use to increase expressitivity of the network. Additionally,
since we are fixing the line integral’s path, we are making the constraint F (0) = 0. We
could also add an explicit constant for F (0) as a parameter.

3. In general, an arbitrary network Mθ will not satisfy the PDE (3). However, Mθ satisfies (3)
in the special case where Mθ(x) = σ(Ax + b) – i.e., a 0 or 1 layer ICGN depending on
interpretation. This follows by Theorem-3 because by Example 2 we know that a solution
exists.
However, in this 1 layer case it is important to note that because we know H in closed form
corresponding to Mθ, the integral is really a proof of concept. We believe it is possible to
design constraints for deeper networks so that they satisfy (3). In this case the integral is
necessary, but we defer this discussion to 5.

4. We can also work with explicit models Mθ without proving they satisfy (3). Because the
path in 4 is fixed, the output of the implicit model Nθ remains well defined. Although we
lose the closedness and convexity guarantees, for practical applications they might not be
necessary. The result is still a highly compact and expressive model, similar to what was
first formulated by Lorraine and Hossain [21].

4 Experiments

We include a Google Colaboratory notebook for reproduction of the experiments here.
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Figure 1: We compare methods for learning convex gradients on the map in Equation 5. Our method –
the ICGN – is able to effectively approximate the map with very few parameters, while the moderately
sized ICNN struggles.

4.1 A polynomial example

This experiment compares how large of an ICGN we need approximate the gradient of a convex
function with Input Convex Neural Networks (ICNN). We approximate the following map as our toy
example:

T (x, y) =

(
4x3 + 1

2y + x
3y − y2 + 1

2x

)
(5)

This map is the gradient of the function ϕ(x, y) = x4 + x2

2 + xy
2 + 3y2

2 −
y3

3 , which is convex on
[0, 1]2. In Figure 1 we display the error between a ICGN with few parameters and a ICNN with
many more parameters. The ICGN has 15 parameters – it is extremely small, with 0 hidden layers i.e
Mθ = σ(Ax+ b) and an output dimension of 5. The ICNN does not learn reasonable functions with
0 hidden layers, so we display a 1-layer ICNN. We did not find the number of hidden units strongly
impacted the 1-layer ICNN performance – we use 25 hidden units in Figure 1 for 78 total parameters.
By adding a second layer, the ICNN was able to fit the function correctly.

Takeaway: Our model – the ICGN – effectively approximates the convex gradient with far fewer
parameters than the ICNN.

5 Future Directions

Here we list open questions as as interesting directions for future work:

• How can we parameterize deeper networks for Mθ while still ensuring they solve (3)? In 5.1
we discuss a connection between our models structure and a known PDE, which we hope
might guide our search for a solution.

• If using more layers isn’t practical (i.e., composition), is there another method of generating
more expressive solutions that still solve (3)? We explore the this idea in Appendix D.1.

• Can we use a different product structure than the Gram product (i.e V TV )? Other options
could be to use either a Hadamard product, or a Kronecker product. We explore this in
Appendix D.2.

• Are there applications for this implicit-integration model besides convexity? For example,
diffusion modelling. We believe there is great unexplored potential in using integration for
modeling.
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5.1 Deeper networks and the Beltrami Equation

The ICGNs Achilles heel is currently that although a 1-layer network satisfies (3), a network with
more layers does not. Still, 1 layer working at all suggests that it might be possible to extend to
deeper networks, given the right constraints on the layers. Choosing these constraints, however, could
be extremely difficult.

Fortunately, it seems a similar problem has been investigated before. Specifically, the question of
asking when, given a symmetric matrix function G : Rn → Rn×n, there exists f : Rn → Rn such
that

[Dfx]
TDfx = G(x)

is known as the Beltrami Equation or Beltrami System in the field of geometric function theory and
conformal geometry [30]. [31] provides the sufficient condition of the Weyl Curvature [32] of G
(interpreted as a metric) vanishing, for a solution to exist for Rn, n ≥ 4. This question is phrased
somewhat backwards from ours – we want to start with f and make guarantees about G, but we hope
further study of this will prove useful in extending our work.

6 Conclusion

We introduced a method for modelling convex gradients by integrating Jacobian-vector products
parameterized by a neural networks – the input convex gradient network (ICGN). We provided
theoretical results characterizing what we know about how different flavors of our method will work.
We demonstrated initial empirical results with our method showing that we can learn non-trivial
vector fields with fewer parameters than competing methods. Finally, we presented various exciting
directions for future work.
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A Proof of Prop 3

Here we give the proof of proposition 3:

Proof.
=⇒

Assume there exists H that satisfies (3). Then since each row of DH is the gradient of a component
of H , they are exact as 1-forms. Thus

γk =

d∑
i=1

∂Gi(G
−1)

∂xk
dxi =

d∑
i=1

∂Hk

∂xi
dxi =⇒ dγk = 0

and by Prop in Lee [29], the 1-forms γk are exact on Rd if and only if in coordinates,

∂γjk
∂xi
− ∂γik
∂xj

= 0

where γik denotes the ith coefficient (function) of γk. Expanding this expression yields

∂

∂xi

(
∂Gi(G

−1)

∂xk

)
− ∂

∂xj

(
∂Gi(G

−1)

∂xk

)
= 0

⇐= Conversely, assume the 1-forms are closed for all k. By the Poincare lemma [29], closed
1-forms on Rd : d ≥ 2 are exact, so there exists 0-forms, Gk such that dGk = ∇Gk = γk. But then
setting

G =

G1

...
Gd


we have

DG = [DGG−1(x)]
T

as desired.

In the case where G is not invertible, however, it is harder to say whether such an H exists. We leave
exploring this to future work.

A.1 Note about polar factorization theorem

Brenier’s polar factorization theorem[6] tells us that
Theorem 4. If G ∈ L2(Rd;Rd) is a vector valued L2 mapping, and

λ, ν ∈ P2(Rd) µ := G#λ

are two probability measures with finite second moments, then there exists a convex function ϕ and a
map S : Rd → Rd such that

G ◦ S = ∇ϕ (∇ϕ)#(ν) = µ S#(λ) = ν

and S is the unique L2 projection of G onto the set of maps that pushforward λ onto ν i.e

S = argmin
σ∈S(λ,ν)

∫
Rd

|σ(x)−H(x)|2 S(λ, ν) = {σ ∈ L2(Rd;Rd)|σ#(λ) = ν}

Given the similarities between the structure of this theorem – the composition of G ◦ S versus our
construction of finding H such that H ◦G is a convex gradient – we naturally question whether our
construction is some sort of special case. The question can be posed as, given G that satisfies (3), is
there a measure ν such that S is smooth and DSG(x) = DGTx ? Then G convexifies S in the sense
of 2. We hope to explore this connection in future work.
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A.2 Open question about convex functions

An interesting question to consider is the following, given any smooth convex ϕ : Rd → R, does
there exist a pair of vector fields G,H , where H convexifies G and

H ◦G = ∇ϕ

B Proof of theorem 2

Here we prove theorem 2,

Theorem 5. The Jacobian of F , DF takes the form

DF = [DG]TDG

by theorem 1, this implies there exists a convex ϕ : Rd → R such that F = ∇ϕ.

Proof. To start, we derive the PDE (3). This equation comes from interpreting each row of
[DGx]

TDGx as a 1-form, then checking the closedness condition. Precisely, for the kth row,
we have

[
[DGx]

TDGx
]
k
=
(
∂G
∂xk · ∂G∂x1 · · · ∂G

∂xk · ∂G∂xi · · · ∂G
∂xk · ∂G∂xd

)
so interpreting this as a 1-form leads to

ωk =

d∑
i=1

(
∂G

∂xk
· ∂G
∂xi

)
dxi

so then taking the exterior derivative yields

dωk =

d∑
i=1

d

(
∂G

∂xk
· ∂G
∂xi

)
dxi

=

d∑
i=1

d∑
j=1

∂

∂xj

(
∂G

∂xk
· ∂G
∂xi

)
dxj ∧ dxi

=

d∑
i=1

d∑
j=1

[(
∂2G

∂xj∂xk

)
· ∂G
∂xi

+
∂G

∂xk
·
(

∂2G

∂xj∂xi

)]
dxj ∧ dxi

=

d∑
i=1

i∑
j=1

(
∂2Gi
∂xj∂xk

− ∂2Gj
∂xk∂xi

)
dxi ∧ dxj

If dωk = 0, then we must have(
∂2Gi
∂xj∂xk

− ∂2Gj
∂xk∂xi

)
= 0 1 ≤ i, j, k ≤ d

again, by the Poincare lemma, if dωk = 0, then there exists a 0-form Fk such that∇Fk = ωk. In this
case, by Stokes theorem, we have

∫ 1

0

[DGsx]
TDGsxxds =

∫ 1

0

ω1

...
ωd

 =

∫
[0,1]

dF1

...
dFd

 =

F1

...
Fd

∣∣∣∣∣
1

0

=

F1(x)− F1(0)
...

Fd(x)− Fd(0)


so setting F = (F1, · · · , Fd) we have a vector field that satisfies

DFx = [DGx]
T [DGx]
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C Proof of Theorem 3

Proof. Assume there exists H that convexifies G. Then by construction, the Jacobian of H ◦G takes
the form D(H ◦G) = [DG]Tx [DG]x. But this means that by Stokes theorem (4) becomes∫ 1

0

[DG]Tsx[DG]sxds =

∫ 1

0

D(H ◦G)sxxds = H ◦G(sx)
∣∣1
0
= H ◦G(x)

as desired.

D Further Directions

D.1 Additive Structure

An alternative to developing deeper networks might be to attempt to add solutions that satisfy (3).
The construction (4) is highly non-linear, so computing (4) for a sum may be enough to significantly
increase the complexity of our model.

It is easy to check that for two solutions F and G,

∂2(G+ F )

∂xk∂xi
· ∂(G+ F )

∂xj
=
∂2(G+ F )

∂xk∂xj
· ∂(G+ F )

∂xi
∀1 ≤ i, j, k ≤ n

reduces to
∂2G

∂xk∂xi
· ∂F
∂xj

+
∂2F

∂xk∂xi
· ∂G
∂xj

=
∂2G

∂xk∂xj
· ∂F
∂xi

+
∂2F

∂xk∂xj
· ∂G
∂xi

so if we could enforce the condition that
∂2G

∂xk∂xi
· ∂F
∂xj

=
∂2F

∂xk∂xi
· ∂G
∂xj

= 0 ∀i, j, k : i 6= j

then F +G would also be a solution to (3). If we could enforce this, in theory we could add up to n
solutions in Rn in this manner, which may be of use in high dimensions. Of course, it’s not obvious
how to do this in the case where F,G are neural networks, but it is possible a slight modification of
the structure would be sufficient.

D.2 Different Products

While we have focused on structuring the integrand structured via the Gram product [DG]TDG (due
to the chain rule interpretation), we could consider other products. The construction changes, however,
because for the two other cases below, we need the matrices we combine to be PSD symmetric to
begin with. This means that the only obvious way to use another product, if we denote it a(·, ·), is to
start with two convex gradients F ,G (we could model using the constructions in Example 2), and
integrate their composition a(DF,DG). A few options are:

• The Hadamard product, i.e

DG�DF for G = ∇g F = ∇f
could be used. The famous Schur product theorem tells us that the Hadamard product of any
two PSD matrices remains PSD. [33] Unfortunately, though, we lose the interpretation as a
Jacobian of a composition that the Gram product yields. Furthermore we still have a similar
problem in that not any F and G can be used while recovering a result similar to 2, in this
case, the PDE we require the pair F,G to satisfy takes the form

∂Gk
∂xi∂xk

(
∂Fk
∂xj
− ∂Fk
∂xi

)
=

∂Fk
∂xi∂xk

(
∂Gk
∂xj

− ∂Gk
∂xi

)
Like (3), it is not easily to consider when a pair will satisfy this equation. We leave questions
concerning this construction to future work.

• The Kronecker product could be also be considered. It also has the nice property that the
Kronecker product of two PSD matrices remains PSD. [33] However, we still have the issue
of making the rows of DF ⊗DG closed as 1-forms. One can derive a similar PDE as above,
but the system is even more complex and restrictive, so we omit it.
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