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ABSTRACT

The capture and reproduction of spatial audio is becoming increasingly important with the mushrooming of
applications in teleconferencing, entertainment, and virtual reality. Two popular methods include High Order
Ambisonics (HOA) and beamforming-based binaural reproduction (BFBR), which are mainly studied with spherical
arrays. Recently, binaural signal matching (BSM) has been proposed for binaural reproduction with arbitrary arrays.
This paper investigates improvement of the method, which is based on a model of the sound field separated into
direct and reverberant parts. A simulation study shows that the proposed method improved the performance of the
BSM algorithm for some tested acoustic scenarios without the need for additional information about the sound
field.

1 Introduction

Binaural reproduction has recently become an impor-
tant and widespread topic of research [1 - 3], following
the rapid growth of many applications, including en-
tertainment, augmented reality and virtual reality. A
common method of binaural signal reconstruction from
a spherical microphone array is based on high order
Ambisonics (HOA) [4, 5], together with head-related
transfer functions (HRTFs) [6]. The HOA signals are
typically synthesized with a computer or estimated
from microphone-array measurements [7 - 9]. An ac-
curate estimation of HOA signals is usually required in
order to render binaural signals with good perceptual

qualities. Hence, many research works have studied
methods for capturing HOA signals [10], and com-
bining them for binaural reproduction [11, 6]. These
methods have been generalized for other arrays as well,
but the best results are obtained for spherical arrays.
Another approach is beamforming-based binaural re-
production (BFBR) [12, 13]. In this method, a set
of beamformers is applied to the microphone signals
with different look directions, followed by convolution
with the HRTFs from the same directions. Finally, the
output signals are weighted and summed to create the
binaural signals. BFBR is more general than HOA,
but again most of the algorithms used spherical arrays
[12 - 14]. Some used other array types [15, 16], but



a comprehensive design methodology and analysis of
performance were not presented.
In practice, it is necessary to find high quality meth-
ods for binaural reproduction for general arrays. Some
examples include microphones on handheld devices
or wearable arrays, which are typically limited by the
geometry of the device on which they are mounted.
For such arrays, the beam-pattern may depend on the
look direction, and their directional resolution may be
limited, such that they are not capable of capturing
HOA signals. Hence, performing high-quality binau-
ral reproduction with measurements that have been
captured with general arrays is still a great challenge.
Recently, binaural signal matching (BSM) [17, 18] has
been proposed for binaural reproduction with arbitrary
arrays. This method assumes that the sound field is
diffuse, and is based on a Wiener filter to match be-
tween the microphone signals and the binaural signals.
The shortcoming of the BSM method is the assumption
of a diffuse field, while, in many cases, there is high
correlation between the sources because some of the
sources are reflections of the direct signal. The aim of
this research work is to develop the BSM algorithm by
including the assumption of correlation between the
sources, and representing the sound field using a model
with two components, a direct sound field and a diffuse
field.

2 Binaural signal matching

This section presents the BSM method. The signal
model employed in this paper is given by:

x(k) = V(k)s(k)+n(k) (1)

where x(k) = [x1(k),x2(k), ...,xM(k)] is the
microphone signals (measurements) vec-
tor, and k is the frequency index. V(k) =
[v(k,θ1,φ1),v(k,θ2,φ2), ...,v(k,θL,φL)] is an M × L
complex matrix, where M represents the number of
microphones and L the number of sources. v(k,θl ,φl)
represents the array steering vector from the l’th
source to the microphone positions for all L sources,
s(k) = [s1(k),s2(k), ...,sL(k)] is the source signals
vector, and n(k) is an additive noise vector.
The model of the binaural signals is given by:

pr,l(k) = [hr,l(k)]T s(k) (2)

where pr,l(k) is the sound pressure in
the right or left ear, and hr,l(k) =

[hr,l(θ1,φ1,k),hr,l(θ2,φ2,k), ....hr,l(θL,φL,k)] is
the HRTF. In the first step, the array measurements
are filtered and combined, in a similar manner to
beamforming, where zr,l is defined as:

zr,l = [cr,l ]Hx (3)

where c is an M× 1 vector holding the filter coeffi-
cients. Next, c is chosen to minimize the following
mean squared error between equation (3) and pr,l , the
binaural signals in equation (2), for each ear separately:

errr,l
bin = E[| pr,l− zr,l |2] (4)

where, E is the expectation operator. Next, assume that
the noise is uncorrelated to the sources signals and is
white with a covariance matrix E[nnH ] = Iσ2

n . Then,
substituting equations (2) and (3) in equation 4 leads to
the following error formulation:

errbin = (cHV−hT )Rss(cHV−hT )H +σ
2
n ‖c‖2

2 (5)

where Rss is the correlation between the sources at each
frequency and the parameter c, errbin and h depend on
the left or right ears. In order to produce an accurate
binaural signal, equation (5) is minimized over the filter
cl,r for each ear, and it can be shown that the optimal
filter can be formulated as:

cr,l
opt = (VRssVH +σ

2
n I)−1VRss[hl,r]

∗
(6)

where cl,r
opt are the optimal filters for the left and right

ears, respectively. For the BSM filter, assume that
Rss = Iσ2

s to get [17]:

cr,l
BSM = (VVH +

I
SNR

)−1V[hl,r]
∗

(7)

where SNR = σ2
s

σ2
n

.

3 Proposed method

To compute the optimal filter we need to estimate the
sources correlation matrix, Rss, which may be a chal-
lenging task. A more practical approach developed
in this paper uses a model-based filter, by assuming
that the sound field is represented by a simple model,
composed of direct sound and a diffuse field. In other
words, the problems is separated into two independent
problems – one for a sound field composed of a single
source (direct sound) and the other for a sound field
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composed of a diffuse field. Combining the solutions
for the two problems yields:

cr,l
prop = (αvvH +βVVH +γI)−1(αv[hr,l ]∗+βV[hr,l ]∗)

(8)
where v is the steering vector between the source gener-
ating the direct sound field and the microphones, and V
is the steering vector between uniformly distributed
sources on a sphere and the microphones. These
sources may represent additional direct sound sources
and their reflections from the walls of a room, where rel-
evant. Next, DRR is defined as the power ratio between
the direct and the reverberant signals, and α,β ,γ are
normalization factors chosen as 1

‖v‖2
, 1

DRR·‖V‖2
,10−5 ,

respectively. Notice that if DRR� 1 the direct sound
term becomes dominant, while when DRR � 1 the
diffuse term becomes dominant and the solution con-
verges to that of the BSM in equation (7).
Note that the solution in equation (8) requires the esti-
mation of two parameters, i.e. the source direction of
arrival (DOA) and the DRR. The latter, in particular,
may not always be available. To estimate the DOA,
it is possible to use the direct path dominant (DPD)
algorithm that is based on the MUSIC method [19], or
any other similar method. The estimation of DRR can
be performed by a dedicated algorithm as in [20]. Al-
ternatively, in this paper it is proposed to estimate DRR
based on the effective rank of the correlation matrix of
the microphone signals, Rxx, where the effective rank
of a matrix with real and positive eigenvalues is defined
as [21]:

erank(A) = exp(H(p1, p2, ..., pQ)) (9)

where Q is the number eigenvalue of matrix. Here H is
the Shannon entropy given by:

H(p1, p2, ..., pQ) =−
Q

∑
i=1

pilog(pi) (10)

where pi is the normalized eigenvalue of matrix A and
defined as:

pi =
λi

∑
Q
n=1 λn

(11)

where λ is the eigenvalue of matrix A. In this paper
it is shown that erank(Rxx) can be related to DRR for
the data employed in the simulation study through a
4th order polynomial fit. The insight behind this useful
relation is explained next. From inspection of Eq. (1),
one can infer that, when ignoring noise, VRssVH ap-
proximately equals Rxx. Recall that V holds the DOA

of the sound sources and Rss is the correlation matrix
between the sources. Therefore, erank(Rxx) can be
seen as a measure of the complexity (degrees of free-
dom or independent components) of the sound field.
For example, when DRR is high the sound field be-
haves like a single source field and when DRR is low
the sound field behaves like a reverberant or a multiple
source field. The value of erank(Rxx) is expected to
behave similarly - when the sound field is composed
of single source the rank is expected to be one, and for
multiple uncorrelated sources it is expected to be full
rank.

4 Simulation study

This section presents a simulation study of the proposed
method for binaural reproduction.

4.1 Setup

This simulation study incorporates an array with M = 6
microphones that are uniformly distributed on a semi-
circle in the horizontal plane, at elevation angles {θm =
π

2 }
M
m=1 and azimuth angles {ϕm = π

2 −
(m−1)
M−1 }

M
m=1,

which are mounted on a rigid sphere with a radius
of r = 10 cm. This is an example of an array which can
be mounted on a wearable head device, e.g. AR glasses.
The array was positioned in a room of size 6×5×3m
at the location [3×3×1.7 ]m. A point source was also
positioned in the room, producing a Gaussian white
noise signal, such that the distance between the source
and the array was selected to be - 1m, 0.3m and 0.1m.
The reverberation time of the room was designed to
be T 60 = 0.37sec. The impulse response between the
source and the microphones was simulated using the
image method [22] and Matlab (version R2020a). Mi-
crophone signals were then computed by convolving
the source signal with the room impulse responses. The
sampling frequency of the signal recorded by the array
was fs = 8kHz. For the HRTFs, the Neumann KU100
manikin measurements from the Cologne database [23]
were used.

4.2 Methodology

This section presents how the data was processed in
order to compare between the performance of the op-
timal filter in equation (6), BSM filter in equation (7)
and the proposed filter in equation (8). All filters were
designed to be of length 50msec. Selected HRTFs
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were used, with directions corresponding to the steer-
ing vectors. This was performed by first calculating the
HRTFs in the spherical harmonics domain up to an or-
der of Nh = 30, and then applying the inverse spherical
Fourier transform at the corresponding directions of the
steering vector. Next, the optimal filter was calculated
assuming σ2

n is equal to 0.1. The Rss and V as follows,
the steering vectors of the rigid array were calculated
in the spherical harmonics domain, as described in [7]
(section 4.2). Rss was computed from

Rss(k) =
1
N

N

∑
m=1

s(m,k)s(m,k)H (12)

where s(m,k) is the sources signals vector in the time
- frequency domain, computed by applying the short-
time Fourier transform (STFT) to s(t) with 50% over-
lapping windows of length 50msec. N is an averaging
parameter, while s(t) represents the microphone sig-
nals in the time domain. The BSM filter was calculated
by assuming that V is a steering vector between 400
nearly-uniformly distributed sources (on a sphere) such
that V ∈ R6×400 and the signal-to-noise ratio (SNR) is
10. The proposed filter was calculated by using the
parameters presented in section 3 and V calculate like
in the BSM filter, and by estimation the DRR. The error
was calculated for the left binaural signal:

Error(k) =

√
E(|pl(k)− zl(k)|2)

E(|pl(k)|2)
(13)

where zl(k) is the estimated binaural signal given by
equation (3). In order to investigate the performance of
the filters under different acoustic environments, each
simulation was repeated for diffrent values of direct-
to-reverberant ratios (DRR) by changing the source -
array distance as presented in section 4.1.

4.3 DRR estimation

The proposed method uses the DRR as parameter. As
a DRR may not always be available, in this paper it
is suggested that DRR is estimated from the effective
rank of matrix Rxx, as presented in Section 3. A room
simulation was generated as described above. Then,
the effective rank value was fitted to a 4th order poly-
nomial, as we discussed in section 3, with the aim of
approximating DRR. For each simulation and acoustic
condition the variables (DRR, erank(Rxx)) were cal-
culated. Then, erank(Rxx) was averaged over the fre-
quency range of [780Hz, 3580Hz], leading to a scalar

value. Finally, the set (DRR, E(erank(Rxx))) was fitted
to 4th order polynomial. Figure 1 shows the estimation
of the DRR under all conditions. The figure shows a
relatively good fit. The estimated DRR values were em-
ployed in the study presented in the section 3, leading
to relatively good performance of the proposed method.
However, to validate this approach, it is suggested to
be studied under a wider range of conditions

Fig. 1: DRR vs. effective rank: blue points represent
the ground truth data and the orange plot is the
4th order polynomial fit.

4.4 Performance under various acoustic
conditions

In this section the error defined in Eq. (13) was com-
pared between the three filters under various acoustic
environments. Figures 2−4 present the error for three
environments, differing by their DRR values, from
17dB in Fig. 1 to −4dB in Fig. 3. The figures show
that as DRR reduces and the sound field becomes more
reverberant, the difference between the optimal filter
and the BSM filter becomes smaller. This is expected,
as the BSM assumes a diffuse field, or a large set of
uncorrelated sources. The figures also show that the
proposed method achieved errors that are very close
to the optimal. This is particularly evident in Fig. 2,
where significant improvement over the BSM method
is observed. This is explained by the sound field model
employed in the proposed method, specifically model-
ing the dominance of direct sound from the source.
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Fig. 2: The binaural signal error as in Eq. (13) com-
puted for each filter for DRR = 17dB with the
distance between the microphone and white
noise source position set to 0.1m.

Fig. 3: The binaural signal error as in Eq. (13) com-
puted for each filter for DRR = 7.5dB with the
distance between the microphone and white
noise source position set to 0.3m.

Fig. 4: The binaural signal error as in Eq. (13) com-
puted for each filter for DRR = −4dB with the
distance between the microphone and white
noise source position set to 1m.

5 Conclusion

This paper studied a method for binaural reproduction
with general arrays. The method is based on estimating
the binaural signal directly from array measurements by
assuming the sound field model is composed from di-
rect and reverberant parts. A simulation study showed
that the proposed method yields improved results over
the BSM algorithm. As predicted by the theory, the im-
provement is more significant when the effective rank
of the microphones correlation matrix is low, which
occurs when DRR is high. In addition, as DRR de-
creases, the proposed filter converges to the BSM filter.
The improvement in performance required information
about parameters i.e. DRR and source DOA. These
can be estimated from array measurements. The limita-
tions of this study are that it considered only a single
speaker in the room, Extension to multiple speakers,
and validation with a listening test are proposed for
future work.
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