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Abstract
Objective. Algorithms to detect changes in cognitive load using non-invasive biosensors (e.g.
electroencephalography (EEG)) have the potential to improve human–computer interactions by
adapting systems to an individual’s current information processing capacity, which may enhance
performance and mitigate costly errors. However, for algorithms to provide maximal utility, they
must be able to detect load across a variety of tasks and contexts. The current study aimed to build
models that capture task-general EEG correlates of cognitive load, which would allow for load
detection across variable task contexts. Approach. Sliding-window support vector machines (SVM)
were trained to predict periods of high versus low cognitive load across three cognitively and
perceptually distinct tasks: n-back, mental arithmetic, and multi-object tracking. To determine
how well these SVMs could generalize to novel tasks, they were trained on data from two of the
three tasks and evaluated on the held-out task. Additionally, to better understand task-general and
task-specific correlates of cognitive load, a set of models were trained on subsets of EEG frequency
features.Main results. Models achieved reliable performance in classifying periods of high versus
low cognitive load both within and across tasks, demonstrating their generalizability. Furthermore,
continuous model outputs correlated with subtle differences in self-reported mental effort and
they captured predicted changes in load within individual trials of each task. Additionally, alpha or
beta frequency features achieved reliable within- and cross-task performance, suggesting that
activity in these frequency bands capture task-general signatures of cognitive load. In contrast,
delta and theta frequency features performed considerably worse than the full cross-task models,
suggesting that delta and theta activity may be reflective of task-specific differences across cognitive
load conditions. Significance. EEG data contains task-general signatures of cognitive load.
Sliding-window SVMs can capture these signatures and continuously detect load across multiple
task contexts.

1. Introduction

As tasks, goals, and the environment change through-
out daily life, the cognitive demands on people fluc-
tuate, leading to varying levels of cognitive load [1,
2]. When people are under high cognitive load, they
are more likely to make mistakes. These mistakes
are often accompanied by small costs, such as lost
time ormissed opportunities, but they can sometimes
result in disastrous outcomes, such as automobile or

aviation accidents [3–5]. As such, there is consid-
erable practical benefit to building systems that can
detect cognitive load because they can be used to help
people adapt to the cognitive demands of their envir-
onment. For example, computers could alert users or
automate parts of a task during periods of high cog-
nitive load, which may enhance human performance
and mitigate errors.

Physiological signals, such as electroencephal-
ography (EEG), have proven useful for detecting
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changes in cognitive load [6–15]. Several studies have
developed highly accurate models to classify high
versus low cognitive load trials within individual tasks
[9, 14, 16–19]. For example, experimenters often
use n-back tasks to manipulate cognitive load by
varying the number of consecutive trials that must
be remembered [10, 11, 13, 20–22]. Studies have
then applied machine learning to EEG event-related
potentials and/or time-locked spectral features to
successfully discriminate between high- versus low-
load trials of n-back [11, 13, 14]. Similar approaches
have been applied to other tasks as well, including
those that vary the complexity of manipulations on
items in working memory, such as mental arithmetic
[12, 17, 23], or tasks that vary the number of objects
or tasks that one must attend to, such as multi-object
tracking (MOT) [8, 16, 24].

Although these demonstrations are compelling, it
is difficult to determine whether the resulting mod-
els can generalize to new tasks. Do the discrimin-
ative features captured by these models reflect task-
general correlates of cognitive load or do they reflect
differences between conditions that are idiosyncratic
to each task? For example, increases in cognitive
load during n-back tasks are commonly validated by
observing increases in response times [17, 25, 26]. As
such, EEG components associated with motor pre-
paration and the execution of responses during the
task will have different time-courses for high- versus
low-load conditions. This can lead to inflated per-
formance estimates of cognitive load models because
themodelmay learn to discriminate based on the tim-
ing of motor-related EEG features [27], which would
not generalize to tasks that require different types
of responses. Therefore, to develop predictive mod-
els that capture task-general correlates of cognitive
load, it is important to train and validate thosemodels
across tasks that vary along perceptual, motor, tem-
poral, and cognitive dimensions.Models that can reli-
ably predict cognitive load across tasks that vary along
these dimensions are more likely to be driven by task-
general features of cognitive load.

Few studies have attempted to design models
that can predict cognitive load across multiple tasks
[10, 16, 17, 26, 28] and even fewer have succeeded
in achieving reliable performance on novel tasks that
were not in the training set [26, 28]. Within stud-
ies that have succeeded, it is unclear whether reli-
able cross-task cognitive load prediction was influ-
enced by confounding differences in motor responses
across high- and low-load versions of each task [26],
and it is impossible to determine which patterns of
EEG sensor activity is associated with changes in load
rather than with other task features [28]. Further-
more, current predictive models of cognitive load
often focus on classifying discrete trials into bin-
ary—high or low cognitive load—states [9, 10, 16–
19, 26, 28], despite evidence that load is dynamic

[14] and has varying levels across tasks [2, 29, 30].
And finally, because current state-of-the-art classifi-
ers are often trained on discrete trials, they cannot
be applied to tasks with different trial lengths or task
structure. This means that they are also unable to
identify changes in cognitive load that occur within
trials of different experimental tasks.

The goal of the present study was to overcome
these three limitations of previous models used to
predict cognitive load across different tasks using EEG
data. Specifically, we sought to (1) use a task design
that minimized confounds between high- versus low-
load trials that were shared across tasks, (2) train
models that operate continuously in time, and (3)
provide a continuous (rather than binary) index of
cognitive load.We chose tomanipulate cognitive load
using variants of the n-back, mental arithmetic, and
MOT tasks, which allowed us to capture changes in
cognitive load that are induced by different com-
ponent cognitive processes, including updating and
maintaining working memory, manipulating work-
ing memory, and splitting endogenous attention,
respectively [22, 31, 32]. The tasks were designed such
that the low-level visual features, the temporal struc-
ture of the trials, and the motor responses varied
across tasks. By varying these perceptual, temporal,
and cognitive features across tasks while manipu-
lating load within each task, we could determine
whether the classifiers could learn task-general cor-
relates of high versus low cognitive load. Further-
more, by characterizing the time-course of model
outputs over trials, we could provide insight into the
time-course of cognitive load fluctuationswithin each
task.

We hypothesized that across n-back, mental
arithmetic, and MOT tasks, increases in cognitive
load would be reflected in task-general changes in
spatiospectral features in the EEG data. Sliding-
window support vector machines (SVMs) were used
to attempt to learn these features. Based on previ-
ous studies, we predicted that changes in theta and
alpha power should be predictive of cognitive load
across tasks [13, 14, 20, 26]. Furthermore, we hypo-
thesized that cognitive load would evolve with dis-
tinct time-courses across the three tasks. Specifically,
we predicted that (1) the n-back task would produce
sustained levels of load because working memory
is constantly maintained and updated on each trial,
(2) the mental arithmetic task would produce tran-
sient increases because the complexity of numerical
manipulation increases throughout a trial, and (3) the
MOT taskwould produce sustained levels of load dur-
ing the tracking phase because exogenous attention
is split between a constant number of visual targets.
Finally, to test if the models were sensitive to differ-
ing levels of cognitive load within high- and low-load
conditions, we correlated model outputs with self-
reported mental effort.
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2. Methods

2.1. Participants
EEG data from 33 participants were analyzed for the
current study. These participants were part of a larger
group of 67 participants that participated in a single
3-h experimental session where pupillometry, eye-
tracking, galvanic skin response, and heartrate were
also collected (these data streams were collected for
use in a different study and are not analyzed here).

Of the total 67 participants, 34 participants were
excluded for various reasons related to the technical
complexity of the study: 14 failed to complete the
experiment due to participant non-compliance or
loss of data quality during the recording session; three
participants completed the session without EEG data
collection; ten participants’ data were lost due to tech-
nical disruptions between the stimulus presentation
and recording software which resulted in a loss of
stimulus timing information; and seven participants
were excluded from analysis due to excessive envir-
onmental noise and large DC offsets in the EEG data
indicating poor electrode contact. The remaining 33
participants had a mean age± SD of 27.6± 5.7 years,
ten females, five left-handed.

Informed consent was obtained, and all experi-
mental protocols were approved by theWestern Insti-
tutional Review Board.

2.2. Experimental paradigm
During the session, participants completed a resting
phase, followed by three tasks in the following order:
n-back, mental arithmetic, and MOT (described
below). The tasks were designed to manipulate cog-
nitive load while varying their perceptual, temporal,
and cognitive features to help disentangle differences
in cognitive load from potential confounding features
(e.g. response time differences) across high- and low-
load trials within each task (see figure 1 for schematics
of each task, including stimulus presentation times).
Prior to the study, we ran a pilot study with ten par-
ticipants to ensure that high- and low-load blocks of
each task evoked similar subjective reports of mental
effort according to the NASA-Task Load Index (TLX)
[29].

Before the first block of each task, participants
completed a practice session, including trials of both
the high- and low-load conditions. Visual instruc-
tions were presented at the beginning of each block to
tell participants whether to perform the high- or low-
load version of each task. Blocks within tasks were
separated by self-paced breaks. Tasks were separated
by self-paced breaks of at least 5 min. The sequence
of the tasks and the order of high/low blocks within
each task were held constant across all participants.

2.2.1. Resting phase
During the resting phase, participants were asked to
relax and let their mind wander while fixating on a

central fixation cross. We collected 5 min of resting
state data, which were later used for baselining the
EEG data.

2.2.2. N-Back
After the rest phase, participants completed 10 blocks
of 0-back and 2-back tasks (5 each) in a pseudo-
random order that was consistent across participants
(2-0-0-2-0-2-0-2-2-0). At the beginning of each
block, participants were informed of the block’s dif-
ficulty (i.e. 0-back vs. 2-back). Next, a series of 40
consonants were presented individually for 0.5 s each
with 2.5 s between each letter. For 0-back trials (low
cognitive load), the participantwas instructed to press
the right arrow key on the keyboard if an ‘x’ was
presented on the screen and the left arrow key if any
other letter presented. The letter ‘x’ was presented ten
times during each block of the n-back task (25%). For
2-back trials (high cognitive load), participants were
asked to press the right arrow key every time they
saw a letter that matched the one presented two trials
before and the left arrow key if it did not. Each block
contained ten trials where the letter was repeated two
trials prior (25%). Across all blocks, there were 200 3 s
trials for each condition per participant.

2.2.3. Mental arithmetic
After the n-back task, participants completed ten
blocks of single- or triple-digit mental arithmetic tri-
als (five each) in a pseudo-random order that was
consistent across participants (3-1-1-3-1-3-1-3-3-1).
Each block contained six trials. For the high-load con-
dition, participants were sequentially presented with
three 3-digit numbers, which they were to sum. They
were then shown a fourth number and were to indic-
ate whether it equaled the sum of the three 3-digit
numbers. The final number was different from the
true sum 50% of the time by either ten or one. Each
number in the sum was presented for 5 s and parti-
cipants were given up to 5 s to indicate their response
(left arrow if correct, right arrow if incorrect) at the
end of the trial. For the low-load condition, parti-
cipants were also shown three 3-digit numbers; how-
ever, they were instructed to only add up the leftmost
digit of each number. The proposed sum of low-load
trials was off by one 50% of the time. There were 30
trials for each condition per participant.

2.2.4. Multi-object tracking (MOT)
Participants completed ten blocks of 2-dot and 6-dot
MOT tasks (five each) in a pseudo-random order that
was consistent across participants (6-2-2-6-2-6-2-6-
6-2). For the high-load condition, participants were
presented with a random array of 14 blue dots. At
the start of each trial, six of the dots flashed red for
2 s. Participants were instructed to mentally track the
motion of these six dots. After 12 s of random dot
motion, participants were prompted to click on the
six target dots. They had up to 10 s to respond. For
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Figure 1. Schematic of three tasks used to manipulate cognitive load. Cognitive load was independently manipulated with three
different tasks: n-back (left), mental arithmetic (middle), and multi-object tracking (right). Stimulus presentation times were
consistent across high- and low-load conditions within each task but differed across tasks. The low-load condition of each task is
depicted.

the low-load condition, all trial features were similar,
except that participants were shown only two dots as
targets. There were 30 trials for each condition per
participant.

2.2.5. Surveys
At the end of each block for all tasks, participants
answered a series of questions, including the NASA-
TLX [29] to assess the experienced difficulty of the
blocks of trials. They were then shown their accur-
acy for the previous block of trials to increase their
motivation to engage in the tasks.

2.3. Data collection and preprocessing
EEG data were collected using a Biosemi ActiCap
64-channel system (Biosemi B.V., Amsterdam), with
two additional channels, one placed on each mastoid.
Electrodes were placed according to the standard 10–
20 system and data were collected at 512 Hz. Dur-
ing recording, data were visually inspected for clear
alpha activity and blink-related artifacts to ensure sig-
nal quality. Data from 33 participants were prepro-
cessed and used for the cognitive load classification
analyses presented here.

EEG data was preprocessed using the EEGLAB
MATLAB toolbox (ver. 2019.0) [33] (figure 2). First,
data were referenced to a common average of the two
mastoid electrodes, bandpass-filtered from 0.5 Hz to
50 Hz, then down-sampled to 250 Hz. Noisy chan-
nels were defined as those that were not correlated
with neighboring channels (r < 0.8) or that flat-lined
for longer than 5 s at some point during the exper-
iment. These channels were removed from the data-
set and their data were estimated from neighboring
channels via spherical interpolation. Next, EEG data
were cleansed using artifact subspace reconstruction
(burst criterion = 20), which automatically detects
and removes high amplitude artifacts arising from
eye-blinks, muscle contractions, or movement using
a sliding PCA approach [34]. This algorithm has
been demonstrated to effectively remove motion and
muscular artifacts while preserving underlying neural
activity [35]. After artifact subspace reconstruction,
we removed periods of time during which EEG data
frommore than 50% of channels were marked as bad

due to signal decorrelation induced by voltage jumps
or sensor movement.

Preprocessed EEG data were then decomposed
into spectral features, i.e. power spectral density,
using short-time Fourier transforms (STFT). One-
second Hann windows were used to calculate the
STFT to balance accurate estimation of signal power
in low EEG frequency bands, while maintaining fair
temporal resolution of our estimates [36]. A half-
second stride length between STFT calculations was
chosen to balance the temporal resolution of success-
ive power estimates, while not oversampling the EEG
time-course (since successive STFT Hann windows
overlapped by 0.5 s). Oversampling the EEG time
course would increase the computational demands of
subsequently training and testing classifiers because
there would be more time windows to analyze.

This procedure yielded 45 spectral features
(1–45 Hz) at 64 EEG channels for each 0.5 s of the
experiment across the 33 participants with clean EEG
data. We chose to use time-frequency EEG features
because they capture changes in neural oscillations
that are more phasic than voltage potentials (depend-
ing on the length of the window used to calculate the
Fourier transform) and do not rely on clear stimulus
onset information like traditional ERP analysis [13].
As such, time-frequency features are more promising
for learning EEG correlates of cognitive load fluctu-
ations in the real world, where explicit knowledge of
stimulus timing is often unknown.

2.4. Sliding-windowmodels for continuous
cognitive load prediction
The goal of this study was to develop models that can
index cognitive load from EEG data across a variety
of cognitively, temporally, and perceptually diverse
tasks. To explore the space of predictive models thor-
oughly, we opted to explore the performance of sev-
eral commonly used classification algorithms (SVMs,
k-nearest neighbors (kNN), and linear discriminant
analysis (LDA)) and different choices of parameters
for each algorithm.We chose to use a sliding-window
approach, treating time-windows of data across high-
and low-load blocks as independent ‘trials’—rather
than the trials themselves—to train these algorithms.
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Figure 2. Flow chart of EEG data preprocessing. Our EEG preprocessing protocol. More details on each step can be found in
section 2.

This sliding-window approach allowed us to apply
the same classifier to tasks with different trial lengths
because the start of the window was not locked to
stimulus onsets and was not designed to capture the
full time-course of a trial. We then slid this fixed win-
dow along the length of the trial (stride = one time
sample (0.5 s) and made predictions of the level of
load within our selected window size. We chose to
use this stride length because a longer stride would
decrease the number of training samples (since they
would be further apart in time) and would decrease
the temporal resolution of our predictions (since they
also would be further apart in time). The length of
the sliding window was a less clear choice. Therefore,
we tested several window sizes (see below). Applying
the trained classifiers on sliding-windows of test data
produced a continuous readout of load (every 0.5 s)
throughout the course of the experiment.

SVMs with gaussian radial basis function kernels
were trained using the LIBSVM toolbox [37]. Spe-
cifically, SVMs were trained to use spectral features
across all 64 EEG channels within a given time win-
dow to predict whether a participant was complet-
ing a high- or low-load trial during that time win-
dow. We chose these types of models for our problem
of cognitive load prediction because they are power-
ful in regimes where the number of features is larger
than the number of training instances and they do not
require as much tuning as other non-linear models,
such as neural networks [38–40].

Labels for high- versus low-load classification
were coded as a vector indicating whether each time
point of the experiment belonged to a high-load trial,
a low-load trial or an inter-trial interval. For n-back
blocks, we hypothesized that load would be sustained
throughout the course of a block because participants
were constantly updating their working memory and
comparing stimuli to its contents to complete the
task. Therefore, we labeled all time points from the
first to last trial of the block as high- or low-load.
Because mental arithmetic blocks contained six inde-
pendent trials, we labeled all time points from the

first integer of each trial to the key-press response as
high- or low-load. For MOT, we labeled only time
points corresponding to the 12 s tracking phase as
either high- or low-load. All remaining time points
were considered inter-trial interval. During training
and testing of the sliding-window classifiers, the label
of a given time-window corresponded to the most
prevalent label (i.e. the mode) within that window.
Both correct and incorrect trials were included in the
analysis. Time windows labeled as inter-trial interval
were not used in training or testing.

All models were trained and tested on data inde-
pendently for each participant. Within-task SVM
classifiers were trained and tested on data from a
single task (n-back, mental arithmetic, or MOT) and
underwent fivefold cross validation, where each of the
five partitions contained data from one high- and one
low-load block. This ensured balanced samples and
that overlapping time windows from the same block
were not included in both train and test data. Cross-
task models used the same spectral EEG features as
within-task models for classification, but they fol-
lowed a different cross-validation procedure. Cross-
task SVMs were trained using all blocks of data from
two of the three tasks, and they were tested on all
blocks from the held-out task. This procedure was
performed independently for each of the three tasks.
The default C and � SVM parameters of 1 and 1/num-
ber of features (64 channels x 45 frequencies x 6 time
points for the main analyses) were used because they
achieved reliable performance and optimizing these
parameters comes at a large computational cost. If
optimized, we would expect slight improvements to
our SVMmodel performances.

We also tested the performance of alternative
models for sliding-window cognitive load classifica-
tion. We chose to compare SVMs with LDA and kNN
algorithms due to their popularity and prevalence
in EEG signal classification [10, 13, 26, 40]. These
algorithms were implemented using built-in MAT-
LAB functions. For kNN we explored three different
choices of k (3, 5, and 9), which defines the number
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of neighboring examples that are used to classify each
test example. All models were trained using the same
cross-validation strategy described above.

Finally, we also compared performance of SVMs
trained with different window lengths. Longer win-
dow sizes may provide higher predictive perform-
ance because the classifiers may be more robust
to noise at individual time-points. However, these
longer windows are not ideal for interpreting the
continuous time-course of model outputs because it
is unknown which time points within these longer
windows contributed to the model’s prediction. Ulti-
mately, the size of the sliding window is a practical
decision. To provide a complete picture of the data, we
report a comparison of SVM classifiers trained on 1-s,
3-s, 6-s, and 12-s windows. To compare the effects of
increasing the classifier’s time window without con-
founding the effect of adding more parameters to
the classifiers, we compared the performance of 3-s
window classifiers to 6-s and 12-s window classifiers
that were all trained on the same number of features.
This was achieved by averaging over 2 or 4 consec-
utive time points for the 6-s and 12-s window clas-
sifiers, respectively. Decreasing the number of fea-
tures of the 3-s window classifier to equal the num-
ber of the features of the 1-s long classifier did not
improve classification performance (data not shown).
We focused all of our in-depth comparative analyses
using 3-s sliding-windows (six temporal features, 1
sample stride length) because that was the length
of our shortest type of trial (n-back) and achieved
almost the same performance as classifiers trained on
longer time windows.

2.5. Statistics
2.5.1. Behavioral analyses
To analyze behavioral data, we used mixed-effects
models [41], as our measurements were repeated
within participants. In all models, our objective was
to estimate covariates (e.g. of block and trial) over
all tasks simultaneously and control for the random
effect of participant. In all models, we estimated a
maximal random-effect structure (i.e. with random
slopes and intercepts for within-participant paramet-
ers of interest but only random intercepts otherwise).
We did not estimate random slopes for covariates.
We used zero-sum contrasts to allow for direct com-
parison between levels of a variable; for example, the
effect size of load is directly interpretable as the dif-
ference between high- and low-load. Task was coded
using treatment contrasts with the n-back task as
baseline, given that the n-back task is often treated
as the ‘gold-standard’ task for working memory and
cognitive load [42].

Note that for a balanced design (such as in our
analysis of the effect of cognitive load on NASA-
TLX scores), the coefficients of mixed-effect mod-
els are identical to the corresponding linear model

coefficients, but the standard errors tend to be lar-
ger (more conservative) to better account for correl-
ations between observations for a single participant.
The analyses generalized paired t-tests or repeated-
measures ANOVA because we were able to simul-
taneously control for covariates (e.g. practice effects
due to the duration of the experiment) and for con-
tinuous covariates like trial-wise and block-wise prac-
tice effects. To ensure that the models converged with
full random effects structures, we used a boundary-
avoiding prior on the random effects covariance [43]
using the blmer package for R.

For behavioral statistical models, we report boot-
strapped 95% confidence intervals. Informally, con-
fidence intervals are a statement about the reliability
or replicability of our estimates: If our experiments
were repeated many times, the fraction of estim-
ates in these other experiments that fall within the
intervals we report would approach 95%. We do not
report p-values for these analyses, as correct degrees
of freedom for mixed-effects models are not known
except in some special cases.1 Readers who prefer to
reason in terms of binary significance decisions can
interpret the confidence intervals—those that do not
overlap zero are ‘significant’ (although we caution
against doing so without considering the effect sizes
of interest and broader context of the work (see also
[44])).

2.5.2. SVM analyses
Performance of all SVM classifiers was assessed using
receiver operating characteristic analysis to extract
area under the curve (AUC) values. AUC is super-
ior to classification accuracy because it characterizes
the trade-off between a model’s false positive rate and
true positive rate at all possible decision thresholds.
Accuracy, on the other hand, only characterizes per-
formance at one decision threshold [45]. As such,
AUC is a more sensitive metric for differentiating the
performance of classifiers. We analyzed the perform-
ance of within- and cross-task models separately, as
the test sets in both settings were of different size
and different content. To compare classifiers, we used
mixed-effects models, with the SVM classifier for the
n-back task serving as baseline. Included in the repor-
ted models are main effects of task and classifier,
and a random intercept by participant. We excluded
the random slope of classifier because the statistical
model failed to converge, likely indicating overfitting
[46].

One limitation to our classification approach and
most cognitive load classifiers in the literature is
that the models treat load as binary (either being
categorically high or low). However, according to
subjective reports, participants experience multiple
different levels of load within high- and low-load

1For more on this, see http://bbolker.github.io/mixedmodels-
misc/glmmFAQ.html#inference-and-confidence-intervals
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conditions [2, 29, 30]. Therefore, we sought to test
whether our models were sensitive to these subtle dif-
ferences in subjective reports of cognitive load within
high- and low-load conditions. In addition to out-
putting binary class labels for an arbitrary decision
value of 0.5, the sliding-window SVMs also output
decision values for each time point. These decision
values represent the distance of the data sample from
the surface the model has learned to separate the
two classes. To determine whether these decision
values correlated with subjective reports of men-
tal effort, we calculated the average decision value
during the previous block of trials and used it to
predict the participant’s subjective report of mental
effort for that block of trials when controlling for
the effect of our load manipulation as a covariate.
Prior to the analysis, we standardized the decision
values by subtracting their mean and dividing by
their standard deviation across all test data. This
addressed the issue that different models trained on
different tasks or participants may not be well cal-
ibrated to each other. Our normalization approach
allows us to interpret standardized effect sizes in this
analysis.

Finally, to investigate the features that these clas-
sifiers used to discriminate periods of high- versus
low-load, we carried out a set of additional analyses.
First, we plotted both the time-course of standard-
ized decision values during test blocks of high- and
low-load trials to understand when classifiers pre-
dicted high versus low load within each type of task.
Next, we trained SVMs on isolated canonical EEG
frequency bands to determine which frequencies led
to most reliable performance. Training and testing of
these classifiers were done using identical procedures
as described above, except these models only received
EEG features from delta/theta (1–7 Hz), alpha (8–
12 Hz), beta (13–30 Hz), or gamma (31–45 Hz) band
frequencies. Finally, we analyzed the spatial topo-
graphy of EEG activations during time windows of
test data where the classifier was most confident par-
ticipants were under high- or low-load to determine
where on the scalp relevant EEG features were loc-
ated. To do this we found the top 10% of high- and
low-load decision values during each task period and
averaged the power spectral density of the EEG over
the corresponding time windows. We then averaged
the activation over the relevant canonical frequency
bands described above and over all participants to
compare EEG activations during high- and low-load
across the group.

3. Results

3.1. Higher reported mental effort, longer response
times, and lower response accuracies in high-load
conditions
For each of the n-back, mental arithmetic, and MOT
tasks, participants were asked to report the amount

of mental effort required for each block of trials
using the NASA-TLX mental effort question (table
1) [29]. A summary of the statistical analysis of the
TLX scores is in table 2. The baseline TLX score for
n-back was about 9.5, with mental arithmetic and
MOT both scoring about two points higher. The
effect of the load manipulation (i.e. the difference in
score between high and low conditions) for the n-
back task was about 7.6 points, with the effect lar-
ger by about 1.8 points for mental arithmetic and
smaller by about 1 point for MOT. There was also
a small practice effect of about 0.1 points reduc-
tion in TLX score per block. All confidence inter-
vals exclude zero, but we suspect that the observed
practice effect is not large enough to be important in
practice.

In addition to TLX scores, response times and
accuracies were also collected during each task (table
1). MOT response times were excluded from the
analysis because participants made between 2 and 6
responses per trial, making them not directly com-
parable to the other tasks. The summary of the
statistical analysis of the response times is in table
2. The effect of the load manipulation on n-back
response times was approximately a 460 ms slow-
down, while the effect of the load manipulation on
mental arithmetic was about 510 ms larger. There
was also a small practice effect, where participants
sped up by about 10 ms per block, and a smaller
fatigue effect in that participants slowed down by
about 2 ms per trial within a block. As above, all con-
fidence intervals exclude zero, but the effect of trial
and block effects are likely too small to be practically
relevant.

Participant performance across tasks and load
conditions is presented in table 1. The summary of the
statistical analysis of accuracy is in table 2. Given that
correct/error choices are binary rather than normally
distributed observations, generalized linear mixed
models with a binomial observation likelihood and
logit link function were used for this analysis. While
logits are not intuitively interpretable, their relative
sizes still provide useful information: Participant per-
formance on mental arithmetic and MOT was lower
than n-back (with comparable effect sizes of about
−1.4 and−1.6, respectively). The load manipulation
reduced performance on the n-back task as expected
(effect size of about − 1.6, which is comparable to
the switch from n-back to mental arithmetic). The
effect of load on MOT was comparable to the effect
of load on n-back (−0.18 relative to n-back), whereas
the effect of load on mental arithmetic was larger (at
−1.3 relative to n-back). There was no meaningful
effect of block on accuracy, as the confidence inter-
vals included zero.

In summary, as expected, our manipulation of
cognitive load was successful in evoking higher sub-
jective reports ofmental effort, longer response times,
and lower task performance.
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Table 1. TLX, response time, and performance across tasks and load conditions.

TLX score Response time Accuracy

Task High load Low load High load Low load High load Low load

N-back 12.77 (3.86) 5.16 (3.71) 1133.46 (496.05) 666.79 (248.03) .94 (.064) .99 (.041)
Mental Arithmetic 15.64 (3.50) 6.28 (3.64) 2034.38 (1101.99) 1053.14 (541.40) .68 (.14) .97 (.067)
MOT 14.30 (3.80) 7.65 (4.49) .75 (.089) .95 (.039)

Average subjective reports of mental effort (NASA-TLX), response time, and performance by load condition and task. Listed in

parentheses are standard deviations corrected for within-participant variability [53]. Corrected standard deviations for accuracy could

not be computed as the mean accuracy captures both the central tendency and variability of a binary outcome. Therefore, we report the

uncorrected cross-participant standard deviations for accuracy. Response time is not reported for MOT because this task required

between two and six responses and therefore are not comparable to the other two tasks.

Table 2. Effect of task and cognitive load on participant TLX, response time, and performance.

Variable Est. CI (lower) CI (upper)

TLX
Baseline (N-back) 9.54 8.28 10.76
Mental Arithmetic (difference from N-back) 2.00 1.53 2.49
MOT (difference from N-back) 2.01 1.52 2.48
Effect of load: N-back 7.59 6.33 8.78
Effect of load: Mental Arithmetic (difference from N-back) 1.75 0.77 2.77
Effect of load: MOT (difference from N-back) −0.96 −2.04 0.12
Block −0.11 −0.18 −0.03

Response time
Baseline (N-back) 917.52 840.92 990.72
Mental Arithmetic (difference from N-back) 675.98 655.35 696.29
Effect of load: N-back 465.68 383.13 554.39
Effect of load: Mental Arithmetic (difference from N-back) 513.53 470.96 550.92
Block −9.89 −12.14 −7.75
Trial (within block) 1.94 1.34 2.55

Response accuracy
Baseline (N-back) 3.57 3.37 3.78
Mental Arithmetic (difference from N-back) −1.42 −1.66 −1.17
MOT (difference from N-back) −1.60 −1.76 −1.42
Effect of load: N-back −1.62 −1.91 −1.35
Effect of load: Mental Arithmetic (difference from N-back) −1.30 −1.85 −0.84
Effect of load: MOT (difference from N-back) −0.18 −0.54 0.12
Block 0.01 0.00 0.03

Separate mixed-effects models were fit to investigate the effect of cognitive load manipulation and task on subjective reports of mental

effort (TLX), response time, and response accuracy. For the TLX model, effect sizes are in units of TLX score, with 95% confidence

interval computed by parametric bootstrap. This analysis demonstrates the success of our manipulation, namely that participants

reported higher load (via TLX score) in our high-load relative to low-load condition. For the response time model, effect sizes are in

milliseconds, with 95% confidence interval computed by parametric bootstrap. As mentioned in the text, we did not include MOT in

this model as there are between two and six responses in each trial, and the RTs in that task are generally not comparable to the other

tasks. For the response accuracy model, effect sizes are presented in logits (log-odds), with 95% confidence interval computed by

parametric bootstrap. These models confirm the success of our manipulation, namely that the high load condition increased subjective

reports of mental effort, increased response times and decreased response accuracy across the tasks.

3.2. SVMs reliably predict high versus low
cognitive load within and across tasks
To determine whether classifiers could continuously
index differences in cognitive load across time, SVMs
with radial basis function (RBF) kernels were trained
to predict whether sliding-windows of data belonged
to either a high- or low-load trial. The input to
the classifiers is the power spectral density from all
64 EEG channels from 1–45 Hz. The output is a
decision value indicating whether the time window
belonged to either a high- or low-load trial (see
section 2).

3.2.1. Within-task performance
First, we trained models on data from a subset
of blocks of one task (mental arithmetic, n-back,
or MOT) and tested the models on data from
different blocks of the same task in a five-fold
cross-validation procedure. SVMs were able to reli-
ably predict whether 3 s sliding-windows of data
belonged to high- or low-load trials for all three
tasks across participants (table 3 and figure 3).
SVM classifiers trained on 3 s windows of activ-
ity were used for the majority of the analyses since
they performed comparably to classifiers trained
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on longer windows (figure S1 (available online
at stacks.iop.org/JNE/17/056016/mmedia)), while
maintaining increased interpretability about which
time points during each task lead to high cognitive
load predictions.

Table 3 gives detailed results of classification per-
formance for each task. The mean AUC of SVMs
applied to the n-back task was .73. AUC for SVMs
applied to mental arithmetic andMOT tasks were .04
and .09 lower, respectively. The other tested classifi-
ers, kNNwith 9 neighbors and LDA, performed about
.07 and .08 lower in AUC, respectively. In sum, the
RBF SVMwas consistently the best-performing of the
tested classifiers for within-task classification, with
a notable difference for practical purposes of about
10%. To facilitate comparisons with existing literat-
ure, classification accuracy is also presented in table
3 despite its decreased sensitivity in detecting differ-
ences between classifiers (see section 2). Results for
kNN with different choices of k are presented in fig-
ure S2. There were marginal improvements in kNN
performance when using k = 9 relative to k = 5 or
k= 3 across all tasks.

Together, these results demonstrate that sliding-
window SVM models were able to reliably predict
cognitive load within all three of the experimental
tasks and outperformed other commonly used clas-
sification algorithms.

3.2.2. Cross-task performance
Next, sliding-window SVMs were tested to determine
if they could reliably discriminate between periods of
high- and low-load during tasks they had not been
trained on. Ultimately, the ability to classify across
tasks is important for practical applications of mod-
els used to monitor cognitive load in the real world.
Assuming successful cross-task performance, these
models can also be used to identify EEG features that
reflect general cognitive load rather than task-specific
confounds. To this end, models were trained on data
from two of the three tasks and tested on data from
the held-out task (see section 2).

Cross-task SVM models performed significantly
above chance for each of the three held-out tasks
(table 3 and figure 3). Differences in AUC for cross-
task performance were similar to those for within-
task.Models tested on n-back had anAUCof .75, sim-
ilar to those tested on mental arithmetic, while mod-
els tested on MOT performed .1 lower in AUC. The
other classifiers, LDA and kNN, performed consider-
ably worse than SVMs, with loss of about .1 in AUC.
We caution against making strong inferences based
on the similarity of across and within-task SVM per-
formance given the differences in training and test set
sizes but highlight that SVMs were able to success-
fully decode cognitive load across tasks. Furthermore,
these classifiers outperformed the other tested classi-
fiers conventionally used for cognitive load prediction
on EEG data.

3.3. Model outputs capture differences in the
time-course of cognitive load across tasks
Given that the cross-task SVM models were able
to reliably discriminate periods of high- and low-
load, we sought to determine whether their outputs
captured continuous fluctuations in load that occur
within individual trials. By looking at the time-course
of the models’ output for the test blocks, which is a
standardized decision value over time, the confidence
of themodel can be visualized through time. The out-
puts of the cross-task models are illustrated for one
representative high- and low-load test block for each
task averaged over participants in figure 4. The aver-
age output during all cross-task test blocks are illus-
trated in figure S3.

Within each task, high-load blocks were consist-
ently evaluated as having higher decision values than
low-load blocks, which is expected given that the
models demonstrated above chance AUC for high-
versus low-load classification. However, the time-
course of cognitive load fluctuations during trials
of each task were distinct. Continuous outputs dur-
ing high-load mental arithmetic blocks (figure 4)
demonstrated sharp increases of load after the second
integer of each sum was presented, which is when
participants would begin adding the first and second
presented integers. It then sharply fell off after the
proposed answer was presented. During the n-back
task, classifier outputs were sustained, rising to a
high or low level at the beginning of each block and
remaining constant throughout the block. Finally,
the MOT tasks elicited sustained increases in load
during the entire tracking phase and persisted until
after responses were indicated at the end of each
trial.

In summary, the continuous outputs of these
cross-task sliding-window SVMs suggest differences
in the time-courses of cognitive load changes within
trials of each task.

3.4. Model outputs capture subtle differences in
subjective reports of mental effort
To validate this continuous index of cognitive load,
the decision values of the model were tested to
determine if they were sensitive to differences in
reported mental effort within high- and low-load
conditions. Specifically, the average decision value
of the cross-task classifier during each block of the
test task was computed. These average decision val-
ues represent how confident the classifier was that the
participant was under high- or low-load during that
block. This average decision value was added as a cov-
ariate of TLX score to themodel reported in table 2, as
well as its interactionwith the loadmanipulation. The
results of this model are summarized in table 4 and
the correlation betweenTLX score andmodel outputs
is illustrated in figure 5.

Even in the presence of a main effect of the load
manipulation on TLX score, there was an effect of
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Table 3. Analysis of within- and cross-task classification performance.

AUC Accuracy

Variable Est. CI (lower) CI (upper) Est. CI (lower) CI (upper)

Within-Task Model
Baseline: N-back, SVM .73 .69 .77 .67 .64 .70
Mental arithmetic (difference from N-back) −.04 −.07 −.02 −.03 −.05 −.02
MOT (difference from N-back) −.09 −.12 −.07 −.08 −.10 −.06
KNN classifier (relative to SVM) −.07 −.09 −.05 −.07 −.08 −.05
LDA classifier (relative to SVM) −.08 −.10 −.06 −.03 −.05 −.01
Cross-Task Model
Baseline: N-back, SVM .75 .72 .78 .67 .64 .69
Mental Arithmetic (difference from N-back) −.01 −.03 .01 .00 −.01 .02
MOT (difference from N-back) −.10 −.12 −.08 −.08 −.09 −.06
KNN classifier (relative to SVM) −.11 −.13 −.09 −.08 −.10 −.06
LDA classifier (relative to SVM) −.11 −.13 −.09 −.04 −.05 −.02

Separate mixed effects models were computed to compare performance for within- and cross-task classification. We caution against

making direct comparisons for across versus within-task classifiers due to differences in training set sizes and cross-validation

procedures. Effect sizes are in units of AUC (left) and accuracy (right), with 95% confidence interval computed by parametric

bootstrap. Not shown is a random intercept by participant. This analysis demonstrates that best of the classifier we tried was the RBF

SVM, with the best performance on the n-back task for both within- and cross-task classification. We show a minor (likely negligible)

performance drop on the mental arithmetic task, and a greater drop from using one of the other classifiers (kNN with k= 9 or LDA)

and for decoding load on the MOT task both within- and cross-task.

Figure 3. Performance of within- and cross-task sliding-window classifiers. Distribution of model performances when applied to
sliding windows of data from within and across each task. Performance was evaluated across all test windows of n-back blocks,
from the first integer presentation to the response in the mental arithmetic task, and during the tracking phase of the MOT task
(see section 2). SVM outperformed LDA and kNN at within- and cross-task cognitive load prediction (table 3). Boxes represent
the 25th, 50th and 75th percentiles across participants. Whiskers extend the 99% confidence interval. Dots indicate outliers
extending beyond this interval.
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Figure 4. Continuous output of cross-task SVMs during representative high- and low-load test blocks. Average continuous output
of sliding-window SVM cross-task classifiers locked to trial onsets across participants for one representative high- and low-load
block of each task. These outputs represent the standardized distance each time window lies from the SVM’s decision boundary.
Outputs are plotted at the center of the input time window. Positive values indicate more confident high-load predictions while
negative values indicate more confident low-load predictions. Black dots represent stimulus onsets in mental arithmetic and
n-back tasks; they represent the tracking phase in the MOT task. Red dots indicate the beginning of the response phase for the
mental arithmetic task, when the probe sum was presented (see section 2). Trials for the mental arithmetic and MOT tasks have
been aligned across participants, which required the removal of variable response intervals between them. Outputs were smoothed
using a sliding 5-s window. Error bars represent standard error from the mean across participants and are not meant to represent
statistical significance of the decision values relative to chance. See figure S3 for continuous output during all experimental blocks.

about 0.6 points of the standardized SVM decision
value on reported TLX score. That is, each standard
deviation of the SVM’s decision value corresponded
to about a 0.6-point difference in TLX score, even
when controlling for the effect of the load manip-
ulation (which was almost an order of magnitude
higher at about 7 points). The effect size of the inter-
action between the SVM decision value and the load
manipulationwas nearly zero, indicating that the pre-
dictive ability of the SVM outputs did not depend
on high- versus low-load condition. This analysis
demonstrates that cross-task SVM models were able
to capture subtle differences in subjectively reported
mental effort within high and low load conditions,

even without explicit training on these subjective
reports.

3.5. Task-general and task-specific EEG correlates
of cognitive load
To better understand the neural features that drove
performance of the cross-task SVMmodels, we com-
pared the performance of classifiers trained only on
features from individual canonical EEG frequency
bands (delta/theta: 1–7 Hz, alpha: 8–12 Hz, beta: 13–
20 Hz, and gamma: 31–45 Hz). Models trained on
only alpha or beta band features performed compar-
ably to those trained on features from all frequency
bands for both within- and cross-task load prediction
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Table 4. Analysis of TLX score across tasks and conditions with SVM decision value added.

Variable Est. CI (lower) CI (upper)

Baseline score: N-back 9.54 8.22 10.82
Mental Arithmetic (difference from N-back) 1.93 1.38 2.38
MOT (difference from N-back) 1.77 1.23 2.31
Effect of load: N-back 7.01 5.72 8.37
Effect of load: Mental Arithmetic (difference from N-back) 1.72 0.61 2.73
Effect of load: MOT (difference from N-back) −0.61 −1.74 0.58
SVM decision value 0.64 0.23 1.08
SVM decision value–load interaction −0.15 −0.96 0.75
Block −0.08 −0.17 0.00

TLX mixed-effect model presented in table 2 with the added covariate of SVM decision value. Effect sizes are in units of TLX score, with

95% confidence interval computed by parametric bootstrap. Not shown are random effects of participant (random intercept, plus

random slope of load manipulation). There is a small effect of the SVM decision value in predicting TLX score even when controlling

for our load manipulation, i.e. the classifier’s output is predictive of load continuously within each load condition.

Figure 5. Relationship between TLX score and SVM decision value across the block. Relationship between the subjective report of
mental effort (NASA-TLX) for a block and the standardized SVM decision value across the block. Note that while a substantial
correlation between the decision value and TLX score is driven by our manipulation, the within-condition trends are still all
positive. Our statistical analysis (table 4) supports that there is a small but reliable effect of the decision value on the TLX score,
even when controlling for high- versus low-load condition within each task.

(table 5, figure 6). Models trained only on gamma
activity, however, suffered from a drop of −.14 and
−.11 in AUC relative to the full model at both within
and across task load prediction, respectively. Finally,
models trained on only theta/delta band activity
suffered from a drop of −.12 AUC relative to the full
cross-task models compared to a drop of −.04 AUC
compared to the full within-task models. These res-
ults suggest that alpha and beta frequencies contained
the most relevant information for within- and cross-
task cognitive load classification, whereas theta activ-
ity was more reflective of cognitive load within-task.

Next, to provide insight into the spatial EEG
features that lead to high and low cognitive load
model predictions, the average EEG activation that
produced the top and bottom 10% of the full
cross-taskmodels’ decision valueswere plotted. These

time-points correspond to the those that the classi-
fiers were most confident belong to high- or low-
cognitive load conditions. The trial periods that were
most represented by these high- and low-load predic-
tions can be seen in figure S4. The EEG activations
within frequency bands with fair within or cross-task
classification performance (theta, alpha, and beta)
were averaged across these time points and across par-
ticipants to illustrate the spatial patterns of activity
that lead to high- and low-load predictions within
each task (figure 7).

These EEG activation maps revealed differences
in the patterns of activity elicited by the three tasks.
For example, average EEG power was suppressed in
theta and alpha frequency bands in MOT relative to
n-back and mental arithmetic during both high- and
low-load conditions. However, across the three tasks,
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Table 5. Comparing the performance of different frequency bands for within- and cross-task load classification.

AUC Accuracy

Variable Est. CI (lower) CI (upper) Est. CI (lower) CI (upper)

Within-Task Model
Baseline: N-back .73 .69 .77 .67 .64 .70
Mental Arithmetic (difference from N-back) −.05 −.07 −.03 −.03 −.05 −.02
MOT (difference from N-back) −.09 −.11 −.07 −.07 −.08 −.06
Theta band (relative to all bands) −.04 −.06 −.02 −.03 −.05 −.01
Alpha band (relative to all bands) .03 .00 .05 .02 .00 .04
Beta band (relative to all bands) −.01 −.04 .01 −.01 −.03 .01
Gamma band (relative to all bands) −.14 −.17 −.12 −.11 −.13 −.09
Cross-Task Model
Baseline: N-back .75 .71 .77 .66 .64 .68
Mental Arithmetic (difference from N-back) .00 −.01 .02 .02 .00 .03
MOT (difference from N-back) −.09 −.11 −.07 −.07 −.08 −.05
Theta band (relative to all bands) −.12 −.14 −.09 −.07 −.09 −.06
Alpha band (relative to all bands) −.03 −.05 −.01 −.02 −.04 .00
Beta band (relative to all bands) −.02 −.04 .00 −.01 −.03 .00
Gamma band (relative to all bands) −.11 −.14 −.09 −.07 −.09 −.06

We fit separate mixed-effects models to investigate the relative performance of different frequency bands for within- and cross-task

classification (delta/theta: 1–7 Hz, alpha: 8–12 Hz, beta: 13–30 Hz, and gamma: 31–45 Hz). We caution against making direct

comparisons for across versus within-task classifiers due to differences in training set sizes and cross-validation procedures. Effect sizes

are in units of AUC (left) and accuracy (right), with 95% confidence interval computed by parametric bootstrap. Not shown is a

random intercept by participant. For within-task classification, models trained on only alpha or beta activity perform comparably to

models trained on all frequency bands. There’s a small decrease in performance when using only theta activity but a large drop when

using only gamma activity. For cross-task classification, models trained only on alpha and beta activity also perform comparably to

models trained on all bands. However, models trained only on gamma and theta activity show a large drop in performance.

periods of high load were marked by relatively lower
activation in alpha and beta power relative to periods
of low load. Changes in theta associated with high
cognitive load were not consistent across tasks. For
n-back and mental arithmetic, periods of high load
were associated with increased frontal theta activity,
whereas there was an overall decrease in theta during
high loadMOT trials. There were no clear differences
between the trial periods that contributed to high-
versus low-load activationmaps within each task (fig-
ure S4). Therefore, it is unlikely that differences in
high- versus low-load activation maps were reflect-
ive of different trial phases (i.e. stimulus onset versus
offset).

Together these results support previous evidence
that alpha and beta band activity may be most relev-
ant for cross-task load prediction [25].

4. Discussion

Cognitive load continuously fluctuates over time and
has been shown to contribute to errors when excess-
ively high [3–5]. Therefore, models that can reliably
identify periods of high load and use that inform-
ation to mitigate potential errors have the potential
to greatly improve human performance. However, to
be maximally useful, these models must be able to
reliably index cognitive load continuously over time
in a variety of different environmental and task con-
texts. In other words, it is critical that these models
generalize across changes in cognitive, perceptual,

and motor features that are not related to cognitive
load.

The sliding-window SVMs presented here pro-
duced several key results. First, they were able to
generalize to tasks that they had not been trained
on (figure 3). Second, these cross-task models pro-
duced continuous estimates of cognitive load over
time, which provided insight into the time-course
of cognitive load changes within individual trials of
commonly used laboratory tasks (figure 4). Third,
these continuous model outputs captured subtle dif-
ferences in subjective reports of mental effort within
high- and low-load conditions (figure 5). Finally,
sliding-window SVMs trained on isolated EEG fre-
quency bands demonstrated which frequency bands
reflect task-general and task-specific correlates of cog-
nitive load (figures 6 and 7). Thus, these algorithms
show promise for detecting subtle changes in cog-
nitive load in real-time across a variety of contexts
and provide insight into the task-general EEG correl-
ates that reflect changes in cognitive load. Below we
provide potential interpretations for (1) differences in
the time-course of cognitive load fluctuations within
trials of different tasks and (2) the underlying task-
general and task-specific EEG activations that were
learned by the models.

4.1. Differences in the time-course of cognitive
load fluctuations across tasks
A key finding from these analyses was that differ-
ent tasks evoked changes in cognitive load with dif-
ferent time-courses. For example, the n-back task
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Figure 6. Performance of SVMs trained on different frequency bands. Distribution of model performances for SVMs trained and
tested on each of several canonical frequency bands (delta/theta: 1–7 Hz, alpha: 8–12 Hz, beta: 13–30 Hz, and gamma: 31–45 Hz).
Boxes represent the 25th, 50th and 75th percentiles across participants. Whiskers extend the 99% confidence interval. Dots
indicate outliers extending beyond this interval. Classifiers trained on alpha and beta band performed the best on both within-
and cross-task classification.

requires sustained maintenance and updating of
working memory throughout a high-load block,
whereas mental arithmetic allows for dips in cognit-
ive load between trials because it is not necessary
to carry information over to the next trial. Sliding-
window SVMs were able to detect these predicted
fluctuations in cognitive load during tasks that they
were not trained on (figure 4).

For example, mental arithmetic elicited increases
in cognitive load that lasted from the second integer
through the final test of the proposed sum. These
increases may reflect increased cognitive load asso-
ciated with carrying numbers during the high-load
task compared to the low-load task where this tran-
sient increase in load was not as great [47]. For MOT,
cognitive load was sustained throughout the dura-
tion of the tracking period for both high- and low-
load conditions and dropped between trials. This
finding suggests that splitting exogenous attention
across the targets during the tracking phase and
maintaining that attention during the response phase
increased load during high- and low-load versions
of this task, although to a greater degree in the

high-load condition. On the other hand, during n-
back blocks, there was a consistent and sustained
increase or decrease in load, which began at the start
of each block and lasted throughout. This is consist-
ent with the idea that working memory is continu-
ously updated through the block of trials as one must
maintain the memory of the letter from prior trials
[22].

4.2. Task-general EEG correlates of cognitive load
Several underlying cognitive states, like working
memory and attention, have the potential to affect
cognitive load differently across tasks [14, 15]. The
current study helps illustrate the task-general EEG
correlates that reflect these changes in cognitive
load. Further, this work demonstrates that these
task-general correlates of cognitive load manifest
even across tasks that differentially affect participant
performance and reaction times. For example, the
high-load n-back task was rated by participants as
requiring significantly highermental effort compared
to the low-load n-back task, even though response
accuracy for the high-load n-back task was much
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Figure 7. Topographic map of average EEG activation during high and low cross-task load prediction. Average EEG power
spectral density change relative to resting state for three canonical frequency bands during high- and low-load predictions. EEG
power during the top and bottom 10% of decision values were isolated and averaged across participants and within canonical
frequency bands. This visualization depicts the spatial topography of EEG power changes associated with time points the
classifiers were most confident were high or low load. High cognitive load trials across tasks are marked by decreased power from
8–30 Hz. High load n-back and mental arithmetic tasks are associated with increased frontal power from 1–7 Hz. In contrast,
there is a decrease in power in this range for high load MOT trials.

higher than the response accuracy for the high-load
mental arithmetic and MOT tasks. Despite these dif-
ferences in behavioral performance across the tasks,
sliding window SVMs were still able to reliably pre-
dict the cognitive load of participants.

Models trained solely on alpha (8–12 Hz) or beta
(13–30 Hz) band features performed better at cross-
task cognitive load prediction than those trained on
only delta/theta (1–7Hz) or gamma (31–45Hz) band
features (figure 6). Furthermore, when examining the
EEG activation patterns during windows with highest
and lowestmodel decision values, therewas decreased
parietal alpha and frontal beta activity for high-load
windows compared to low-load windows across all
tasks. This result is consistent with several reports
that changes in alpha [12, 14, 20, 48, 49] and beta
[14, 28] activity is reflective of changes in cognitive
load.

Interestingly, although changes in theta band
activity have often been reported during experimental
manipulations of cognitive load [9, 12, 14, 20, 50, 51],
models trained on EEG features in the range of 1–
7Hz performed worse than any other frequency band
at cross-task load classification. However, within-task
models trained only on 1–7 Hz activity performed
moderately well. This difference between within-
versus cross-task performance suggests that the spa-
tial topography or direction of theta band changes
associated with high load may vary from task to
task. This is supported by the observed EEG activ-
ations during high- and low-load predictions across

the tasks (figure 7). In mental arithmetic and n-back
tasks, increases in frontal theta occurred during high
load periods, whereas decreases in theta occurred
during high load periods of MOT.

This may also partially explain why within- and
cross-task models performed consistently worse at
classifying MOT trials relative to the other two tasks.
During the MOT task, participants were asked to
modulate their exogenous attention to follow the
movement of either two or six moving targets [32],
whereas n-back and mental arithmetic tasks tar-
geted endogenouslymaintained information [22, 31].
These two processes—endogenous and exogenous
attention—have been associated with distinct EEG
signatures [50, 51].Given that bothwithin- and cross-
task SVMmodels performed significantlyworsewhen
tested on MOT data compared to n-back or mental
arithmetic, itmay be the case that themodels were less
sensitive to the EEG features associated with changes
in exogenous attention relative to endogenous
attention.

Another potential explanation for decreased clas-
sification performance on MOT is that participants
were fatigued during the MOT task, which always
occurred last. However, continuous model outputs,
which show clear increases in cognitive load during
the tracking phase of MOT and sharp decrease after
the conclusion of each block (figure 4), suggest that
participants were engaging in the task. In summary,
the models presented here suggest that task-general
EEG signatures of cognitive load are reflected in alpha
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and beta frequencies, whereas underlying changes in
attention that varied across the tasks studied primar-
ily manifested in lower frequency activity.

4.3. Future directions
In this work we were able to design cognitive load
prediction algorithms that could generalize across
of variety of perceptually and cognitively distinct
tasks. Future work might enhance these prediction
algorithms in several ways. For example, future efforts
to model cognitive load might focus on detecting
small and sudden changes in cognitive load rather
than changes in load that persist over several seconds
of an experimental trial (3 s in this study). It remains
to be determined whether current predictive models
of cognitive load are sensitive to rapid fluctuations
because most studies use seconds of data to pro-
duce a single output. Also, it is unclear how variable
task-general correlates of cognitive load are across
participants and whether this variation corresponds
to differences in cognitive ability [8]. Understand-
ing cross-participants differences could lead to cog-
nitive load prediction algorithms that do not require
as much data to tailor to individuals, while increasing
the amount of data that can be pooled across parti-
cipants. Finally, future work might enhance cognit-
ive load prediction by leveraging history to make bet-
ter inferences of load. The models presented here are
trained on each sliding-window of data independ-
ently, and as such they are unable to take advantage of
history whenmaking their predictions. In this regard,
convolutional neural network models used to learn
spatiotemporal representations, or other sequential
statistical models, may prove advantageous because
they may be able to learn features corresponding to
both sustained and quickly fluctuating changes in
load [18, 26, 52]. However, to date these models have
only been trained to make trial-level predictions, and
scaling them up to be temporally continuous remains
difficult due to the computational cost of tuning the
parameters of these large neural networks [40].

5. Conclusion

Designing models that can robustly capture task-
general changes in cognitive load in the real world
remains an important challenge. In the real world,
people complete a variety of different ‘tasks’ that
induce changes in cognitive load. These tasks can
evolve on different timescales and evoke large changes
in EEG features associated with the task’s cognitive,
motor, or perceptual features.

The sliding-window SVM models presented here
allow for continuous monitoring of cognitive load
over time across a variety of laboratory tasks, which
marks an important step toward continuous mon-
itoring of cognitive load in the real world. These
models perform well at both within-task cognitive
load prediction and cross-task generalization, and

model outputs are sensitive to differences in subject-
ive reports of mental effort. Therefore, these types of
models are promising for continuous cognitive load
detection in the real world, which can be used to
prevent potentially costly errors and improve human
performance.
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