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ABSTRACT

Binaural reproduction plays an important role in virtual and augmented reality applications. The rendering of
binaural signals using Spherical-Harmonics (SH) representation gives the flexibility to control the reproduced
binaural signals, by using algorithms that operate directly in the SH domain. However, in most practical cases,
the binaural reproduction is order-limited, which introduces truncation error that has a detrimental effect on the
perception of the reproduced signals. A recent study showed that pre-processing of the Head-Related Transfer
Function (HRTF) by ear-alignment reduces its effective SH order. In this paper, a method to incorporate the
ear-aligned HRTF into the binaural reproduction process using a new Ambisonics representation of the sound field
formulated at the two ears, denoted here as Bilateral Ambisonics, is presented. Application of this method yields a
significant improvement in the perceived audio quality of order-limited binaural signals.

1 Introduction

Binaural reproduction technology provides the listener
with the sensation of being present in the 3D audio
scene. Binaural signals can be synthesized in the
Spherical-Harmonics (SH) domain, using SH represen-
tations of the sound field and the Head-Related Transfer
Function (HRTF) [1, 2]. Such processes give the flex-
ibility to control the reproduced binaural signals, by
manipulating the sound field or the HRTF using al-
gorithms that operate directly in the SH domain [3].
However, in most practical cases the binaural repro-
duction is order-limited, which introduces truncation
error. This error is caused by the order truncation of
the HRTF [4], leading to significant artifacts, both in

space and in frequency, which have a detrimental effect
on perceived audio quality in general, and, in particu-
lar, on the perceived timbre, localization, externaliza-
tion, source width and stability of the virtual sound
sources [4, 5, 6].

Several methods which operate as post-processing on
the binaural signals have been proposed to reduce these
errors [4, 7, 8, 9]. In particular, pre-processing of the
HRTF has also been shown to reduce its effective SH
order [10], which may potentially reduce the trunca-
tion error. Nevertheless, even with current methods,
a low-order binaural signal is typically perceived as
significantly different from a high-order reference [11].
High quality binaural reproduction using a low SH
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order therefore remains an open problem.

In this paper, a method to incorporate the ear-
alignment technique that was recently developed for
pre-processing of HRTFs [12] with a reduced SH or-
der into the binaural reproduction process is presented.
The proposed binaural reproduction method is based on
convolving an ear-aligned HRTF with a new Bilateral
Ambisonics representation of the sound field formu-
lated around the listener’s ears, as detailed in the next
section.

2 Bilateral Ambisonics Reproduction

A binaural signal can be calculated in the SH domain
using the standard Ambisonics reproduction by [3]:

pl(k) =
N

∑
n=0

n

∑
m=−n

[ãnm(k)]∗hl
nm(k), (1)

where k is the wave number, pl(k) is the pressure
at the left ear, anm(k) is the spherical Fourier trans-
form (SFT) of the Plane-Wave (PW) density function,
a(k,Ω), which encodes the directional properties of the
sound field [13], and ãnm(k) is the SFT of a∗(k,Ω). [·]∗
denotes the complex conjugate, Ω is the spatial angle,
and hl

nm(k) are the SH coefficients of the left ear HRTF,
which can be computed by applying the SFT to the
HRTF. The superscript l denotes the left ear (the for-
mulation for the right ear can be similarly expressed).
N denotes the SH order, which is limited by the avail-
able orders of the sound-field and the HRTF [14]. In
practice, ãnm(k), which is the Ambisonics signal, can
be derived from spherical microphone array recordings,

and its order will be limited by the number of micro-
phones [15]. However, the HRTF is inherently of high
spatial order [16]. Therefore, due to (1), the HRTF
will be truncated to the order of the sound-field. The
impact of this order truncation is in both the spectral
and the spatial domains, and the corrupted binaural sig-
nal leads to degradation in the perceived spatial sound
quality [4, 5].

Recently, several methods have been proposed to pre-
process the HRTF as a prior stage of integrating the
HRTF in the SH domain. A few prominent examples
employ time-alignment [2, 17], minimum-phase rep-
resentation [18], directional equalization [19], or ear-
alignment [12]. A common theme of these approaches
is their focus on the linear-phase HRTF component,
which is largely responsible for the higher orders found
in the true HRTF. A drawback of these methods lies in
the fact that the pre-processed HRTF cannot participate
in real time in the binaural signal computation, as a re-
sult of its interaction with the sound field. In this paper,
we propose a framework for the computation of the
binaural signals directly at the position of the ear, us-
ing the ear-aligned HRTFs to reduce their effective SH
order [12]. The framework exploits the reduced-order
HRTF, leading to more accurate binaural signals with
low-order reproduction. The framework uses a novel
representation of the sound field denoted in this paper
as Bilateral Ambisonics. This representation is com-
posed of two Ambisonics signals, each defined around
one of the two ears, rather than around the center of
the head, as in the standard Ambisonics. The Bilateral

(a) Standard coordinate system. (b) Bilateral coordinate system.

Fig. 1: Schematic of the two coordinate systems: (a) the standard coordinate system, where the origin is at the
center of the head, and (b) the Bilateral coordinate system, where the origin is located at the ear.
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Ambisonics reproduction is formulated as:

pl(k) =
N

∑
n=0

n

∑
m=−n

[ãl
nm(k)]

∗hal
nm(k), (2)

where ãl
nm(k) and hal

nm(k) are the SH coefficients of the
left ear Ambisonics signal, defined around the posi-
tion of the left ear (in contrast to ãnm(k), which is the
standard Ambisonics signal, defined around the posi-
tion of the center of the head) and the left ear-aligned
HRTF, respectively. A similar computation should also
be performed for the right ear. In the schematic in
Fig. 1 the two coordinate systems are shown. Fig-
ure 1(a) describes the coordinate system used with the
standard Ambisonics signals, ãnm(k), for both ears,
where the binaural signals are calculated from Eq. (1).
Figure 1(b), on the other hand, describes the coordi-
nate system used with the Bilateral Ambisonics signals,
ãl

nm(k) and ãr
nm(k) for the left and right ears, respec-

tively. Here, the binaural signals are calculated from
Eq. (2).

Ear-alignment of the HRTF is performed by translating
the origin of the free-field component of the HRTF from
the center of the head to the position of the ear. Thus,
the SH coefficients of the ear-aligned HRTF can be
readily computed from a typical HRTF [12]. However,
the SH coefficients of the sound field at the position
of the ears are often not available. This is not the case
when the sound field is generated using numerical sim-
ulations, since the Bilateral Ambisonics signals can be
directly simulated at the two ear positions. Likewise,
in the case of binaural reproduction based on sound
field measurements, the Bilateral Ambisonics signals
can be derived from two microphone array measure-
ments at the positions of the ears, or estimated from
standard recordings at the center of the head, e.g. by
sound field translation [20, 21, 22, 23]. Theoretically,
if a low-order Ambisonics signal is given directly at
the position of the ear, the Bilateral Ambisonics based
binaural signal, as in Eq. (2), may potentially be more
accurate than the standard reproduction (as in Eq. (1)),
because of the lower-order nature of the ear-aligned
HRTF, compared to a standard HRTF.

3 Subjective Evaluation of the
Proposed Method

To evaluate the performance of the proposed Bilateral
Ambisonics reproduction approach, a listening exper-
iment was conducted. The experiment compared the

proposed method with the standard Ambisonics repro-
duction with equalization and tapering as suggested
in [7]. This configuration was selected as it was re-
ported to reduce reproduction errors for low-order bin-
aural signals, while offering similar perceptual perfor-
mance to other previously suggested methods [11].

3.1 Test Signals

The test signals were computed using the standard Am-
bisonics reproduction in the SH domain, as in Eq. (1),
with equalization and tapering [7], and using the sug-
gested Bilateral Ambisonics reproduction, as in Eq. (2).

The HRTF set used for the computation of the test
signals is the measured HRTF from the Cologne HRTF
database for the Neumann KU100 dummy head [24].
The ear-aligned HRTF was computed using nominal
parameters as suggested in [12].

Room impulse responses were simulated using the im-
age method [25]. The room was cuboid in shape, of size
15.5×9.8×7.5 m with reverberation time, T60 = 0.96 s
and critical distance of 1.94 m. The locations of a
simulated spherical microphone array and an omni-
directional source were (x,y,z) = (5,2.5,1.7)m and
(7.25,3.8,1.7)m, respectively. It can be seen that the
latter was distance 2.6 m from the former, where the
angular displacement was 30◦ to the left, relative to the
HRTF coordinate system. In the case of the Bilateral
Ambisonics reproduction the two arrays were located
by the ears, see Fig. 1, where ra = 8.75 cm. The Am-
bisonics signals, anm(k) and al/r

nm(k), were simulated at
the desired SH order, directly in the SH domain, such
that no spatial aliasing is introduced.

Three SH orders were used for both the standard and
the Bilateral Ambisonics reproductions, N = 1, 2 and 6.
These were selected based on a preliminary informal
listening test. The reference signal was of order N = 41,
rendered with the standard Ambisonics reproduction.
Two different audio source signals were played to the
subjects: male speech in English and castanets. All
signals were convolved with matching headphone com-
pensation filters, taken from the Cologne database [24],
which were measured on the Neumann KU100 dummy
head, and their loudness levels were equalized [26].
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3.2 Method

The participants in the listening tests had previous ex-
perience with similar experiments, and had no known
hearing impairments. 13 males and 2 females aged
27-49 participated in both tests (castanets and male
speech), which were conducted in accordance with
the multiple stimuli with hidden reference and anchor
(MUSHRA) protocol [27]. In each test the two re-
production methods were examined with the three SH
orders N, as described above. Thus, with the addition
of the hidden reference, there were 7 test signals, see
Fig. 2. In MUSHRA, the subjects rank the similarity
between the test and reference signals between 100
(indistinguishable) and 0 on the basis of several param-
eters: spectral artifacts, spatial artifacts, added noise
or time varying artifacts. Since head tracking was un-
available, the subjects were told to remain stationary as
much as possible. At the beginning of the experiment,
a training session was conducted with the aims of learn-
ing how to use the test equipment and the grading scale,
and becoming familiar with all the test signals and their
quality level ranges.

3.3 Results

The results of all the tests for 13 out of the 15 sub-
jects are shown in Fig. 2. The results of 2 participants
were disqualified as they were not able to identify the
hidden reference adequately (ranked below 80 in at
least one test). The proposed Bilateral Ambisonics
method clearly demonstrated perceptual improvement
compared with the standard Ambisonics method. The
statistical significance of the results were determined
with a three-factorial ANOVA with the factors "Re-
production" (Standard, Bilateral), "Audio source sig-
nal" (Castanets, Speech) and "SH order" (N = 1, 2, 6),
paired with a Tukey-Kramer post hoc test at a confi-
dence level of 95%, which was used to determine the
statistical significance of the results [27, 28]. Statistical
significance was found for all factors: F(2,146) = 60.7,
F(1,146) = 308.59 and F(1,146) = 43.26 for "SH order",
"Reproduction" and "Audio source signal", respec-
tively, with pval < 0.001 for all of them. Pairwise
comparisons between the test signals for the "Repro-
duction" factor reveal that with the two audio source
signals 1st order Bilateral Ambisonics reproduction
achieved statistically significantly higher scores com-
pared to 1st and 2nd order standard Ambisonics repro-
duction (pval < 0.001). In addition, the median scores

Fig. 2: Results of the listening tests: upper plot - cas-
tanets and lower plot - male speech. The dif-
ferent boxes in the box plot represent the test
conditions listed on the x axis. The notches
in the boxes indicate the 95% confidence in-
terval, while the box bounds the ratio between
the interquartile range and the median. Tukey-
style whiskers have been added to indicate a
maximum of of 1.5×IQR beyond the box [29].

for the 1st order Bilateral Ambisonics reproduction are
higher compared to the 6th order standard Ambisonics
reproduction (70 compared to 65 for the castanets, and
100 compared to 90 for the speech). However, these
differences are not statistically significant (pval > 0.3).

The results show that for the Bilateral Ambisonics case
the test signals were indistinguishable from the order
N = 41 reference (pval > 0.98), with the exception of
the castanets test with SH order N = 1 (pval = 0.001).
In contrast, for the standard Ambisonics case the test
signals were clearly distinguishable from the reference
for SH orders N = 1 and 2, while the castanets signal
was noticeably different from the reference even when
its SH order was N = 6.

4 Conclusion

The current paper presented a new method for binaural
reproduction in the SH domain based on Bilateral Am-
bisonics and ear-aligned HRTFs. Listening test results
indicate that the proposed Bilateral Ambisonics repro-
duction with an order as low as N = 1 has significant
perceptual benefits over the standard Ambisonics re-
production. Moreover, 2nd order Bilateral Ambisonics
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reproduction achieved similar scores to those of the
high-order reference.
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