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ABSTRACT
Large online services employ thousands of people to label content
for applications such as video understanding, natural language
processing, and content policy enforcement. While labelers typi-
cally reach their decisions by following a well-defined “protocol,”
humans may still make mistakes. A common countermeasure is
to have multiple people review the same content; however, this
process is often time-intensive and requires accurate aggregation
of potentially noisy decisions.

In this paper, we present CLARA (Confidence of Labels and
Raters), a system developed and deployed at Facebook for aggregat-
ing reviewer decisions and estimating their uncertainty.We perform
extensive validations and describe the deployment of CLARA for
measuring the base rate of policy violations, quantifying reviewers’
performance, and improving their efficiency. In our experiments, we
found that CLARA (a) provides an unbiased estimator of violation
rates that is robust to changes in reviewer quality, with accurate
confidence intervals, (b) provides an accurate assessment of re-
viewers’ performance, and (c) improves efficiency by reducing the
number of reviews based on the review certainty, and enables the
operational selection of a threshold on the cost/accuracy efficiency
frontier.

CCS CONCEPTS
• Information systems→Crowdsourcing; •Computingmethod-
ologies → Latent variable models.
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1 INTRODUCTION
The wide adoption of artificial intelligence for automation across
disciplines has yet to mitigate the need for human intervention and
support in a range of tasks. One domainwhere this needmanifests is
that of online abuse. While online services have made great strides
in leveraging machine-learned models to fight abuse (for example,
Facebook reported removing 99.8% of fake accounts before they
were reported),1 they also employ thousands of human reviewers
to enforce their content policies.2

In this paper, we focus on human reviews (we use the terms
reviews and labels interchangeably) in three tasks important for
fighting abuse: measuring content violations, quantifying reviewer
accuracy, and investing labeling resources efficiently. We study the
implementation of these tasks at Facebook, which employs thou-
sands of content reviewers to carry out these and other tasks. These
reviewers are trained to follow a protocol, i.e., a set of guidelines, in
order to enforce Facebook’s Community Standards.3

Despite the existence of this protocol, an obvious challenge that
arises when relying on humans for content labeling is that humans
are inherently noisy and potentially biased decision makers [20].
While bias is a trait of the individual, noise can result from subjec-
tivity or ambiguity of the protocol, or from simple mistakes. These
mistakes can have different consequences for the different tasks
we study in this paper. For example, Facebook measures prevalence,
defined as the percentage of policy-violating content seen by Face-
book users, by sampling content and sending it to reviewers, who
then review it for violations.4 Failing to consider mistakes in these
reviews can lead to incorrect prevalence estimates and/or confi-
dence intervals. When community standards are being enforced,
an incorrect decision can result in taking down a benign piece of
content from the platform or leaving violating content on the plat-
form. For training models, mistakes can result in noisy “ground
truth” labels that might lead to inaccurate models.

A straightforward method to reduce the likelihood of mistakes is
to assignmultiple reviewers to the same task; another approach is to
leverage non-human signals such as scores from machine learning
models. A key challenge, which has been studied extensively in
the crowd-sourcing literature since the seminal work of Dawid and
Skene [8], is how to aggregate multiple decisions for a given task,
and provide an estimate for the certainty of the decision.

In this paper, we present CLARA (Confidence of Labels and
Raters) a statistical framework used at Facebook to estimate the
1https://transparency.facebook.com/community-standards-enforcement
2https://newsroom.fb.com/news/2019/02/commitment-to-content-reviewers/
3https://www.facebook.com/communitystandards/
4https://newsroom.fb.com/news/2019/05/measuring-prevalence/
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uncertainty in human-generated decisions. CLARA is built using a
generative model, which defines the process of how the observed
reviewer decisions are generated based on latent (unobserved) vari-
ables, such as the true (latent) decision, the likelihood of reviewer
mistakes, and the underlying prevalence. Given this generative
model, we perform posterior inference to estimate the values of
the latent variables given the observed labels. We show that this
method provides an unbiased estimate of the true (latent) label,
given one or more observed labels. We emphasize that we do not
attempt to quantify biased decisions, a task for which Facebook
deploys additional systems [4].

The contribution of this paper is in describing the extensive
validations and deployment of CLARA in Facebook. While similar
underlying models have been described in the past (e.g., [7, 24]),
this work provides the details of a large-scale real-world deploy-
ment of the complete system, with both offline and online aggre-
gation and uncertainty estimation capabilities. A key enabler of
such deployment is the foundational understanding of the unbiased
and calibrated outcomes of CLARA, which we detail in this work
through extensive simulations.

We describe how CLARA’s review aggregation and uncertainty
estimates apply to three applications at Facebook:

• Violation rates. CLARA provides an unbiased estimator of vio-
lation rates that, unlike other methods, is calibrated, robust to
changes in reviewer quality, and provides accurate confidence
intervals.

• Reviewers performance. CLARA provides an unbiased estimate
of the performance of reviewers, in two deployed settings –
single reviewer per task (measured using auditors) and multiple
reviewers per task (measured against majority vote).

• Efficiency. Using CLARA’s uncertainty estimates, we can pro-
vide a cost/accuracy trade-off curve, enabling an operational de-
cision to limit additional reviews based on levels of uncertainty.
We show that in some cases this can save 20% of additional
reviews with only a 1% loss in accuracy.

2 RELATEDWORK
There has been a significant amount of work on label aggregation
for inferring truth from crowdsourced data [1, 17, 33, 43, 48, 51]. The
seminal work of Dawid and Skene (DS) [8] proposed a model to ag-
gregate clinical diagnoses from multiple doctors using expectation
maximization (EM) algorithm. Carpenter [7] and Kim & Ghahra-
mani [24] generalized the DS model using Bayesian approaches
and used Gibbs sampling for posterior inference, which is similar
to the method we use in this paper. Other inference techniques
were also proposed including belief propagation [21], variational
inference [11, 27, 40], and spectral methods [49].

Capturing the labelers’ accuracy and correcting for their bias is
an important component of crowdsourcing models [18, 19, 39]. A
common way to characterize labelers [24, 32, 40] is using a confu-
sion matrix to model their ability to correctly label items of different
categories. We follow this line of work in CLARA to model labelers
with confusion matrices. Some papers have made further exten-
sions, e.g., using a hierarchical prior to improve the estimate for
individuals with few labels [7], using a community-based approach
to group similar labelers [44], and using Dirichlet Process as the

prior to allow infinite number of clusters to be discovered from the
data [28]. In addition, recent work tried to capture the correlations
among labelers [5, 26, 30], while some approaches avoided model-
ing confusion matrices altogether and instead used Item Response
Theory [46] or minimax entropy principle [52].

Crowdsourcing methods have been applied to numerous do-
mains. The DS model has been used in a range of natural language
processing tasks including affect recognition [42], word sense dis-
ambiguation [32], and document labeling [12]. In computer vision,
various crowdsourcing models have been proposed for image la-
beling [37, 41, 45, 46, 52]. Extensive research on truth inference
has also been conducted in the database community to discover
truth from noisy and potentially conflicting sources for data inte-
gration [25, 50, 51].

Crowdsourcing is often used for training and validating machine
learning models [16, 23, 31, 43, 47, 48]. Work on this topic typically
first uses a crowdsourcing model to aggregate labels, and then uses
the estimates to train supervised models [41]; other work jointly
learns reviewer uncertainties and the model [36, 37]. More recently,
a “weakly-supervised” approach was proposed [2], via a system
called Snorkel [35]. Snorkel aggregates “labeling functions” into
a probabilistic outcome, which is then used directly for training
models. We use Snorkel as a state-of-the-art baseline; however, as
we show in the paper, for our use cases, Snorkel requires some form
of binarization of the ML score, which results in a biased outcome.
Specifically, we show that the outputs produced by Snorkel are not
calibrated, which works well for their objective of training models
but is not suited for prevalence measurement.

3 MODELING UNCERTAINTY
3.1 Data Properties
The input dataset consists of I items, each of which receives Ni
labels denoted by {ri, j }. Here, ri, j is the jth label of item i and is
chosen among K possible label categories by reviewer ai, j ∈ [1,A].
In addition, the data also contain C machine learning models (or
classifiers), which generate a K-dimensional score vector si,c for
each item. These classifiers can be considered artificial reviewers
that provide additional useful signals to learn about items and
reviewers’ latent structures. We assume that si,c is a probability
vector where

∑K
k=1 si,c,k = 1. For a complete list of notations used

in this paper, see Table 1.
Table 2 illustrates an example of a dataset with three unique

label categories {a,b, c} and a single classifier. Here, the classifier
provides a 3-dimensional score vector for each item. Note that the
scores can be missing for a subset of the items.

3.2 Modeling Approach
We follow previous work on modeling crowdsourced data [8, 32, 33]
and take a Bayesian probabilistic approach to define different latent
variables and the generative process of the observed data. Building
on the DS model [8], CLARA assumes that reviewers are different
from one another in their ability to correctly label items of different
true label categories (i.e., confusion matrix) and these true label
categories occur at different rates in the dataset (i.e., prevalence). In
addition, since we also observe continuous scores from machine
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• Draw a Mult θ ∼ Dir(α · θ0) capturing the prevalence of K label categories
• For each reviewer a ∈ [1,A] and for each label category k ∈ [1,K]
– Draw a Multψa,k ∼ Dir(γk ·ψ0,k ), capturing the confusion of reviewer
a when labeling an item with true label k

• For each classifier c ∈ [1,C] and for each label category k ∈ [1,K]
– Draw a mean vector µc,k and a covariance matrix Σc,k from a Normal-
inverse-Wishart prior

• Given prevalence, confusion matrices and classifier scores, for each item
i ∈ [1, I ]
– Draw a true label yi ∼ Mult(θ )
– For each observed label ri, j by reviewer ai, j that item i receives

∗ Draw ri, j ∼ Mult(ψai, j ,yi )
– For each score vector si,c from classifier c

∗ Draw si,c ∼ Normal(µc,yi , Σc,yi )

Figure 1: Graphical representation and generative process of the Bayesian model used in CLARA. Circle nodes represent
randomvariables (shaded ones are observed), diamondnodes represent hyperparameters, edges are probabilistic dependencies,
and plates represent repetition.

Notation Description
I Number of items
Ni Number of raw labels that item i receives
A Number of unique reviewers
K Number of unique label categories
C Number of unique classifiers
ai, j jth reviewer of item i

ri, j jth label of item i (by reviewer ai, j )
si,c K-dim score vector of item i from classifier c
yi True label category of item i
θ Overall prevalence (K-dim probability vector)
ψa K × K confusion matrix of reviewer a
ψa,k K-dim probability vector of reviewer a for item of

label category k
µc,k (K−1)-dimmean vector of the Gaussian correspond-

ing to classifier c and label category k
Σc,k (K − 1) × (K − 1) covariance matrix of the Gaussian

corresponding to classifier c and label category k
Table 1: Notations used in this paper

learning models, CLARA assumes that the scores of items belonging
to each label category come from different Gaussian distributions.

Figure 1 shows the graphical representation of CLARA and its
detailed generative process. Given the observed data, we perform
posterior inference to estimate the posterior distribution over the
latent variables using a collapsed Gibbs sampling approach. Further
details about the inference procedure are in the Appendix.5

4 SIMULATIONS
Simulations are a crucial part of this work, as they enable us to con-
trol the values of labeling accuracy, and measure how well CLARA
is able to infer them from observed data, for a wide range of settings.
This provides us the confidence that, when deployed in production,
CLARA infers the correct values, despite never observing them

5Implementation of the Gibbs sampler and code to generate the simulated data used
can be found at https://github.com/facebookresearch/clara.

Item Labels Reviewers Classifier 1’s scores
i ri, j ai, j si,1
1 [a,b] [R1,R2] {a : 0.4,b : 0.5, c : 0.1}
2 [a,a, c] [R2,R3,R4] {a : 0.8,b : 0.05, c : 0.15}
3 [a,b, c] [R3,R1,R5] missing
4 [b] [R1] {a : 0.2,b : 0.6, c : 0.2}
5 [a,b, c,a] [R3,R1,R5,R2] missing
· · · · · · · · · · · ·

Table 2: Example of input data with K = 3 unique label cate-
gories and C = 1 classifier

directly. Each simulation in this section corresponds with a real-
world deployment, which we detail in Section 5. The parameters
we use explore the space that fits the real deployment.

4.1 Inferring Prevalence
First, we study CLARA’s ability to accurately recover the prevalence,
only using human-generated labels. We discuss the results when
using classifier scores in the Appendix 7.3.

We generate 50 datasets consisting of I = 2000 items, each
belonging to one of two categories (K = 2). We assign reviewers
to items from a set of A = 3 distinct reviewers, in the following
way: each item i is assigned to two reviewers, and if they do not
agree, we assign a third reviewer to “break the tie” (for every item
i , Ni ∈ {2, 3}). We simulate different values of prevalence θ ∈

{0.01, 0.05, 0.1, 0.2, 0.3, 0.4}. We set a single confusion matrix for
all three reviewers, so that their true negative rate TNR = 0.9
(i.e., generally correct when deciding the “negative” category), and
true positive rate TPR ∈ {0.8, 0.9} (i.e., have varying success when
deciding on the “positive” category). For each configuration of
(θ ,TPR,TNR), we report:

• Mean absolute error: average of the absolute difference be-
tween the inferred mean estimate and the true value

• Length of CI: the length of the 95% confidence interval
• Coverage rate of 95% CI: the fraction of times the true value
falls within the 95% confidence interval

https://github.com/facebookresearch/clara


(a) Mean absolute error (b) Length of confidence interval (c) Coverage rate of 95% CI

Figure 2: Prevalence estimation: CLARA versus majority vote

The simulation results are shown in Figure 2, where the dotted
lines represent majority vote (MV) results and solid lines represent
CLARA results. We also compared CLARA with Snorkel [35], an-
other framework for label aggregation, however, Snorkel provide
uncalibrated probabilistic labels, which results in poor prevalence
estimation (see Appendix 7.4 for more details). Therefore, we focus
on comparing CLARA and MV.

In general, CLARA provides estimated prevalences with smaller
error when compared with MV (Figure 2a). The bias of CLARA is
consistently small over different prevalence values, except when the
true prevalence is close to 0. The magnitude of bias of MV method
has a U-shape for TPR = 0.8 with larger bias on the two ends of
the prevalence plot. Although MV method works well for some
prevalence points, its performance is not stable across different
settings, which is problematic in a real-world deployment, where
the underlying prevalence is unknown.

The length of CI based on MV is quite small, as it fails to consider
the uncertainty from labeling error (Figure 2b), while CLARA’s CI is
wider and more accurate. In addition, CLARA provides wider CI for
smallerTPR, which is reasonable since smallerTPR indicates more
uncertainty in the labeling output and it leads to wider confidence
interval. Due to the bias and underestimation of the width of the
confidence interval, inference of prevalence based onMV has higher
error in most of the settings and the coverage rate of 95% confidence
interval is even close to zero when the true prevalence is small
(Figure 2c). Overall, CLARA provides accurate confidence intervals
for different prevalences, though it is difficult to make an accurate
inference when true prevalence is close to zero and the prevalence
is smaller than 0.1.

4.2 Inferring Reviewer Performance
Next, we study CLARA’s ability to measure reviewers’ performance
in two production settings: 1) each task is reviewed by several
reviewers without any notion of “ground truth”, and 2) a task is
reviewed by a single reviewer, and a subset of these reviews are
sent to a separate set of auditors, who are highly-skilled, yet still
potentially noisy.

4.2.1 Performance without audits. In this use case, CLARA in-
fers reviewer performance by observing agreements and disagree-
ments among reviewers over multiple tasks, for both positive and

101 102 103 104

(a) CLARA’s recovery of T PR

101 102 103 104

(b) CLARA’s recovery of T NR

Figure 3: CLARA’s recovery ofTPR andTNR as a function of
number of items labeled by each reviewer

negative labels. Therefore, our simulations vary the number of
items reviewed by each reviewer, and using different prevalence
settings, which determine the number of observations we will have
for each reviewer across the different outcomes.

Our dataset consists of I = 50, 000 items, each with a different
number of reviewers, A1 = 10, A2 = 100, and A3 = 1000 to simu-
late having reviewers review more or less items on average. As in
the previous simulation, each item is assigned with two random
reviewers, and we “break ties” with a third random reviewer if
needed. In order to simulate varying accuracy across reviewers,
each reviewer’s TPR and TNR are sampled according to a normal
distribution with mean 0.9 and standard deviation 0.05 to simulate
reviewers being around 90% accurate.



(a) Errors of precision estimates

(b) Errors of recall estimates

Figure 4: Errors of the estimates of reviewers’ precision and
recall by majority vote (MV) and CLARA, measured against
auditors with varying precision and recall

For each of these three sets of reviewers, we generateN = 50, 000
items with three different prevalence values, θ ∈ {0.1, 0.2, 0.3}
(corresponding to the positive class). For the 9 resulting datasets,
we repeat the simulation 50 times. Figure 3 shows the mean absolute
error and standard deviation of CLARA’s error in estimating TPR
and TNR for each reviewer, averaged over the 50 simulated runs.

For both TPR (Figure 3a) and TNR (Figure 3b), the inference
improves as the number of items labeled by each labeler increases.
Moreover, after each reviewer reviews around 100 items for each
class (positives and negatives), CLARA is able to recover the TPR
and TNR rates within less than 4.5% error on average. For around
100 items labeled of each class, the TPR has a slightly higher error
rate of around 4.5% for prevalence 0.1 compared to the 2.7% error
for inferring TNR. Overall, the error in inferring both TPR and
TNR continues to decline with the number of items labeled, and
decreases to below 1.5% with over 1000 items labeled for each class.

4.2.2 Performance with audits. Some of the decisions used for
enforcing Facebook’s community standards are done by a single
reviewer. In order to measure the accuracy of these decision, Face-
book employs a smaller set of auditors, who go through more exten-
sive training sessions, and audit a subset of all decisions. However,
despite their extensive training, they might also make mistakes.
Therefore Facebook sends each audited task to two auditors, and if
they do not agree, the task is sent to a third one who “breaks the tie”.
Given this setup, we want to be able to measure the performance
of the reviewers, with respect to the auditors’ labels, while taking
into account that both the original reviewer and the auditors can
make mistakes.

The performance of both set of reviewers are measured by preci-
sion and recall, where both can be computed based on TPR, TNR
and prevalence from CLARA’s output. When generating simulated
datasets, we let precision equal recall for both reviewers and au-
ditors. We simulate with precision (recall) equals 0.6, 0.7, 0.8, 0.9
for reviewers, and precision (recall) equals 0.7, 0.8 and 0.9 for audi-
tors. For each combination of precision/recall from the above two
reviewer groups, we generate datasets consisting of N = 5000. We
use a prevalence (ratio of positive labels) of 0.5, as this resembles
the setup used at Facebook for auditing tasks, where the positive
class is upsampled. Each item has one reviewer rating and two or
three random auditors’ ratings (based on a “tie-breaking” rule).

We estimate precision and recall of reviewers using two meth-
ods. First, the baseline is using the majority vote of the auditors
as the “ground truth label", and measure precision and recall of
reviewers against it. Second, using CLARA, we treat reviewers as
one group (all sharing a single confusion matrix) and the auditors
as a separate group (again, all sharing a single confusion matrix).
We then use CLARA’s inferred confusion matrix of reviewers to
compute precision and recall.

Figure 4a and 4b depict the mean absolute error of estimated pre-
cision and recall for regular reviewers respectively, averaging over
50 simulated runs for each configuration. CLARA consistently out-
performs majority vote, specifically when the auditors have a low
precision (recall). Intuitively, when auditors make more mistakes,
using majority vote is more likely to produce an incorrect label,
which leads to inaccurate inference of the reviewer’s performance.
CLARA, on the other hand, is capable of observing and correcting
for such cases, thus produces a significantly better estimate.

4.3 Labeling Efficiency
Finally, we explore the usage of CLARA for an efficient review pro-
cess – instead of using tie-breaking, we can leverage the confidence
of the label as provided by CLARA, and obtain more labels only
when the confidence is not sufficiently high. Here, confidence is de-
fined as the maximum of the per class probabilities over all classes.
Unlike prevalence measurement, in this case, the confidence does
not need to be calibrated, enabling us to compare with uncalibrated
methods. We consider the following escalation methods:

Random stratified sampling. As a baseline, we extend the tie-
breaking method and use a stratified sampling approach where we
get additional reviews for a given percentage of items stratified by
the class of the first review. If the first two reviews disagree, a final
review is requested to break the tie.

Snorkel. We use the confidence from a trained Snorkel model to
determine when to stop requesting for additional reviews. That is,
for a particular threshold and a given number of reviews, we stop
requesting additional reviews if the confidence from the Snorkel
model is above a threshold. Once stopped, we use majority vote to
determine the final label. We also tried binarzing Snorkel’s output
using 0.5 as a threshold; however that performed even worse than
majority vote aggregation. It’s important to note that Snorkel’s
output is intended to be used as for training an ML model, rather
than binarizing the output. Its uncalibrated output is most likely the
cause for the low performance we further observe in this analysis.



(a) Accuracy

(b) Mean absolute error

Figure 5: Accuracy of ground truth and prevalence estima-
tion when using dynamic labeling policies for reducing la-
beling volume

CLARA. Similar to the Snorkel approach, we use the confidence
from CLARA to determine when to stop requesting for additional
labels. Once stopped, we use a threshold of 0.5 on the CLARA
probability output to determine the final label.

We use A = 3 reviewers for every item with a train dataset and
validation dataset, each consisting of I = 2000 items. The train set is
used for training Snorkel and CLARA, and the validation set is used
to compare all the methods. Here, we assume a prevalence of 0.1.
The main difference compared to previous simulations is that we
assume three different types of raters or confusion matrices, specif-
ically each with different TPR and TNR. This is because varying
worker quality is a crucial factor in reducing the number of labels,
e.g., with a single review and single confusion matrix, there are only
two confidence values from either Snorkel or CLARA for the first
review. We use TPR = TNR, with 0.6, 0.8, and 0.9, corresponding
to the different labeler types.

Figure 5 shows the trade-off curves between total number of
labels and the accuracy, measured as aggregated labels against the
simulated true label (Figure 5a), and estimated prevalence against
simulated prevalence (Figure 5b). The maximum amount of labels is
reached when all three reviewers label all tasks, which not always
reached when using the tie-breaking method; indeed, using our
parameters, about 20% of the labels are not used for the tie-breaking
method because many jobs do not need a third review. Also, note
that since we use majority vote to aggregate Snorkel’s outputs,
the right-most value of both plots is the same for the Snorkel and
“Sampled” methods.

Figure 5b shows that CLARA significantly outperforms the base-
line sampling and Snorkel, and is able to recover the true label with

95% accuracy even when 50% of the labels are not used. Similarly,
Figure 5b shows that CLARA estimates the true prevalence well re-
gardless of the percent of total labels used while both the sampling
and Snorkel methods have biased prevalence estimates that get
worse with fewer labels. These results emphasize the importance
of validating the label aggregation method to the specific task.

5 DEPLOYMENT
In this section, we describe the deployment of CLARA in production
at Facebook, and how we leverage it to accommodate three closely
related tasks: (1) measuring the prevalence of different types of bad
content, (2) obtaining unbiased estimates of reviewers’ performance,
and (3) improving the efficiency of our labeling workforce.

5.1 System Overview
Figure 6 illustrates an overview of how CLARA is deployed at scale
in production at Facebook. Content is sampled and sent to review
using a centralized reviewing tool. The tool strips private details,
and renders the content so that it can be reviewed. The decisions
are passed to CLARA in both offline and online fashions.
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Figure 6: System overview of CLARA

Offline. Labels are stored in Hadoop – a distributed file system and
periodically to train CLARA models using Facebook’s FBLearner
Flow [10]. The trained model (its binary outcome) is stored together
with all its infered outcomes – prevalence, reviewer precision and
recall, which are used for monitoring and analytical purposes, in-
cluding external reporting. The trained model is stored in a Thrift
structure (https://thrift.apache.org/), which enables cross-language
services deployment and inference calls. This is used in the online
deployment, providing uncertainty estimates in real-time.

Online. Using Facebook’s real-time prediction service (FBLearner
Predictor), CLARA uses the pre-trained models to estimate the
confidence of the decision. If the estimated confidence is less than
a threshold (which is pre-selected using CLARA’s cost/accuracy
trade-off analysis), the item is re-enqueued in the reviewing tool
for additional reviews. This is done until the obtained certainty
(using all provided reviews) is sufficiently high, in which case the
appropriate action is taken (e.g., remove content that was decided
to be violating).

https://thrift.apache.org/


5.2 Prevalence Measurement
Facebook publicly reports the prevalence of different violation cate-
gories on the platform. Prevalence is defined as the percentage of
views that were of violating content, and thus is used to measure
how “bad content” is seen on Facebook.

Facebook uses the following process to measure prevalence for
a set of violations: 1) sampling uniformly at random a subset of
items from the population of interest, 2) sending the sampled data
to reviewers, and 3) using statistical methods to infer the mean and
confidence interval of prevalence in the population from the labeled
data. It is worth emphasizing that here we focus on estimating the
prevalence using only human labels and assume that we do not have
access to the whole unlabeled population. This is in contrast to the
body of research on prevalence estimation [6, 22], also known as
quantification [3, 13–15, 29] or class prior estimation [34, 38], which
use supervised learning to train a classifier and make predictions
on unlabeled data to infer the prevalence in the population.

5.2.1 Data. We consider two prevalence metrics,A and B, measur-
ing two violation types on Facebook. To measure the two metrics,
everyday we sample uniformly at random a subset of items (about
2000 for metric A and 400 for metric B) from the population and
send for human reviewers to label as either “violating” or not. To
reduce the impact of labeling mistakes, we use multi-review for
both metrics in which each item is first labeled by two reviewers
and is sent for an additional reviewer to break tie if the first two
disagree.

5.2.2 Prevalence estimation. We compare two approaches to
estimate the prevalence mean and 95% confidence interval (CI):

• Majority vote with bootstrapping (MV). This is a baseline
approach which (1) aggregates each item’s multiple labels using
majority vote, (2) compute the fraction of items whose aggre-
gated label is “violation” to estimate the prevalence mean, and
(3) use bootstrapping [9] to generate 1000 point estimates to
compute the 95% CI.

• CLARA. CLARA outputs the estimated prevalence of the la-
beled dataset θ , which can be used to estimate the prevalence in
the population since the labeled dataset is sampled uniformly
at random. More concretely, during Gibbs sampling, we col-
lect 1000 point estimates of θ and use them to compute the
prevalence mean and 95% CI.

We collect a month of labeled data and use the two methods
to estimate the prevalence for both metrics. Figure 7 shows the
prevalence estimates (i.e., the mean and 95% CI) from MV and
CLARA.

5.2.3 Incorporating labeling error in prevalence estimates.
One main limitation of using majority vote for prevalence estima-
tion, as shown in Section 4, is that it does not account for labeling
error which can lead to biased estimates. CLARA, on the other hand,
jointly infers the prevalence and the confusion matrix of reviewers,
providing estimates which are corrected for labeling error. The
estimates from MV and CLARA align relatively well for metric A
(Figure 7a), most likely due to very low error rates. On the other
hand, the two estimates diverge for metric B especially after day

(a) Metric A

(b) Metric B

Figure 7: Prevalence estimates (mean and 95% confidence in-
tervals) formetricsA andB, comapringCLARAandmajority
vote

15 (Figure 7b), which is likely due to a change in labeling quality,
e.g., as a result of updated guidelines.

Furthermore, using majority vote to aggregate multiple labels
into a single final label ignores important information about the
uncertainty of the labeling process, especially when reviewers dis-
agree with each other, and thus underestimates the prevalence
confidence intervals. As shown in Figures 7a and 7b, CLARA’s CIs
are generally larger than MV for both metrics, capturing additional
uncertainty from labeling (in addition to sampling uncertainty).

5.2.4 Identifying the cause of prevalence changes. Another
key value of estimating and monitoring prevalence using CLARA
over time is the ability to identify if the change in prevalence is
due to a change in labeling quality. In our example, the estimates
from MV and CLARA for metric A track closely with each other
and are stable over time due to the stability of TPR/TNR estimates
and disagreement rate over time. However, as discussed above for
metric B, CLARA can identify a spurious movement in prevalence
starting around day 15 where the estimated prevalence increases
and the CI becomes much wider. These changes can be explained
by a change in the TPR/TNR estimates in which TNR remains high
and stable over time but there is a drop in TPR starting from day 15.
Diagnosing the metric further reveals that there was a re-training
for reviewers around this time; this led to a higher disagreement
rate among reviewers, resulting in a change in the labeling quality
and behavior for metric B.



Figure 8: Absolute error of precision and recall estimates us-
ing Majority Vote and CLARA, compared with ground truth
precision and recall

5.3 Reviewer Performance Measurement
As described in Section 4.2.2, we use CLARA to measure reviewer
performance using labels obtained from auditor reviewers. In Face-
book, these performance measures are used to identify reviewers
that need additional training, and cases where the protocols that
they use are not sufficiently clear.

5.3.1 Data. We collected decisions that were sampled for auditor
reviewers for 30 days, each of which contains about 20K items. Each
item in the dataset is labeled as either violating or non-violating
by (1) a single regular reviewer, and (2) two or three (for breaking
ties) auditors. Similar to Section 4.2.2, we estimate the precision
and recall of regular reviewers using two methods: majority vote of
auditors and CLARA. For validation, we use a set of ground truth
labels to compute the ground truth precision and recall.

5.3.2 Result. Figure 8 shows the absolute error of estimated pre-
cision and recall for regular reviewers using both methods over a
30-day period, compared with the ground truth precision and recall.
We can see that CLARA’s precision and recall estimates are almost
unbiased with the absolute errors are consistently close to zero for
all 30 days, while the errors using MV are significantly higher.

5.4 Labeling Efficiency
We deployed CLARA to improve the efficiency of human labeling
at Facebook for a number of settings, including but not limited
to enforcement (i.e., deciding whether an object is violating Face-
book’s policies) and labeling data for machine learning models. As
described in Section 4.3, the main idea is to estimate the confidence
of human labels and only send for additional reviews when the
confidence is not sufficiently high.

Here, we are interested in reducing the number of labels while
achieving minimal loss in accuracy compared to the majority voted
label. A cruicial outcome of using the uncertainty is the ability to
plot the efficient frontier of the cost (number of needed labels) vs.
accuracy (as measured against the expensive majority vote). This
enables team to select an operating point, balancing the savings
with the accuracy.

5.4.1 Data. We used human labeled data over 60 days for a certain
violation type on Facebook, originally reported from either users

Figure 9: Labeling efficiency in production, enabling the se-
lection of an operating point on the “efficient frontier” of
the cost/accuracy tradeoff

or various automated models. The dataset consists of two classes
with roughly 280K items in the train set obtained from the first
53 days and 5.5K items in the validation set from the last 7 days.
The data collection is done through a tie-breaking approach with
up to three reviewers for every item; when the first two reviewers
disagree, a final review is used to break the tie. About 10% of the
reported data has a positive violation label in train data when using
majority vote, and there are 148 distinct reviewers over the 60 day
time period. We use labeling functions and individual confusion
matrices for every reviewer, respectively, for training Snorkel and
CLARA.

5.4.2 Result. In Figure 9, we show the trade-off curve for the
percent of total labels and accuracy of the final decision compared
to majority vote. We estimate the confidence of the first review
(maximum of the per class probabilities over all classes) for Snorkel
and CLARA, and request additional reviews only if it is above a
threshold. The tradeoff curve is the result of varying the threshold
between 0.5 and 1.0 with steps of 0.01. As shown, we can save 20%
of the labels with about 1% loss in accuracy compared to majority
vote if we use CLARA or Snorkel as the escalation method. Note
that in the simulations, CLARA was able to do a better job of
recovering the true label compared to Snorkel and the baseline
random stratified sampling approach. However, in production, the
true label is unknown, and we compared against the majority voted
label, which could be the reason for the discrepancy.

6 CONCLUSION
In this paper, we presented CLARA, a system developed at Face-
book to estimate human labeling uncertainty. We showed three use
cases of CLARA at Facebook – improved prevalence estimation,
more accurate assessment of reviewer performance, and more ef-
ficient labeling. In its current implementation, CLARA leverages
machine learning scores by considering them to be similar to a
non-binary “reviewer”. However, we observe that human mistakes
are correlated with the difficulty of the task, which can be reflected
in the machine learning score. Therefore, in future work, we plan to
extend the discrete confusion matrix that CLARA infers to instead
learn a continuous “confusion” function and continuous prevalence
function, which may vary based on the difficulty of the task as
modeled by a machine learning score.
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7 APPENDIX
7.1 Implementation and Experiment Details
Code for CLARA’s Gibbs sampler and simulated synthetic datasets
can be found athttps://github.com/facebookresearch/clara. For
Snorkel comparisons, we used their Python package.6. For all simu-
lations, we run the Gibbs sampler for 12000 iterations, collecting
2000 samples after a 2000-burn-in period with a sample lag of 5.

7.2 Posterior Inference
Given the observed data which includes the observed labels r =
{ri, j } with their corresponding reviewers a = {ai, j } and the clas-
sifier scores s = {si,c }, the inference task is to find the posterior
distribution over the latent variables including (1) the prevalence
θ , (2) the confusion matricesψ = {ψa,k } of all reviewers, and (3)
the means {µc,k } and covariance matrix {Σc,k } of all Gaussian
distributions. Since exact inference is intractable, we approximate
the posterior distribution by performing collapsed Gibbs sampling,
alternating between (1) sampling the true label yi of each item
after integrating out θ andψ and (2) estimating the mean µc,k and
covariance matrix Σc,k of each Gaussian distribution. Algorithm 1
provides an overview of the inference method used.

Algorithm 1: Collapsed Gibbs sampling procedure
Initialize yi with the majority voted label;
for iteration t from 1 to T do

foreach classifier c and label category k do
Update µc,k and Σc,k using Equations 2 and 3;

end
foreach item i do

Remove the current assignment of yi ;
Sample yi according to Equation 1;
Add the newly sampled assignment of yi ;

end
end

Sampling yi . The probability of assigning a label k to item i con-
ditioned on all other variables is denoted by p(yi = k |⋆) and
computed as follow:

p(yi = k |⋆) ∝ p(yi |y
−i ,θ ;α ,θ0)

×

Ni∏
j=1

p(ri, j ,ai, j |yi ,r
−i ,a−i ,ψ;γ ,ψ0)

×

C∏
c=1

p(si,c |yi , µ, Σ; µ0, λ0, Σ0,ν0) (1)

where the superscript −i denotes the exclusion of item i from a
specific set of variables.

Due to the conjugacy between Dirichlet and Multinomial distri-
butions, we can integrate out both θ andψ and compute the first
two components in Equation 1 as follow:

p(yi = k |y−i ;α ,θ0) =
α · θ0,k + nk − 1

α +
∑K
k ′=1 nk ′ − 1

6https://github.com/snorkel-team/snorkel

p(ri, j ,ai, j |yi = k,r
−i ,a−i ;γ ,ψ0) =

γk ·ψ0,k,ri, j +m
−i
ai, j ,k,ri, j

γk +
∑K
r ′=1m

−i
ai, j ,k,r ′

where nk denotes the number of items being assigned with true
label k and m−i

a,k,r denotes the number of times that reviewer a
assigns an observed label r to an item with true label k excluding
item i .

Since we are updating the mean µ and covariance Σ of all the
Gaussian distributions, the last component in Equation 1 is simply

p(si,c |yi = k, µ, Σ; µ0, λ0, Σ0,ν0) = N(si,c ; µc,k , Σc,k )

=
1

(2π )(K−1)/2 |Σ|1/2
exp

(
−
1
2
(si,c − µc,k )

T Σ−1(si,c − µc,k )

)
Updating µc,k and Σc,k . After assigning a true label to each item,
we update the mean and covariance of each Gaussian distribution
using maximum likelihood estimation (MLE). Let Ik denote the set
of items being assigned to label category k , the mean vector µc,k
and the covariance matrix are updated as follow:

µc,k =
1
|Ik |

∑
i ∈Ik

si,c (2)

Σc,k =
1
|Ik |

∑
i ∈Ik

(si,c − µc,k )(si,c − µc,k )
T (3)

It is worth noting that for simplicity and efficiency, we use Max-
imum Likelihood Estimation (MLE) to update µ and Σ here. When
the dataset is highly imbalanced in which MLE might fail if no
item is assigned to some low prevalence label categories during
Gibbs sampling, we update µ and Σ by sampling from the posterior
distributions.

For the experimental results in this paper as well as in produc-
tion, we run CLARA for a fixed number of iterations, discard all
samples during the burn-in period (to remove samples from the non-
stationary posterior distribution at the beginning of the sampling
process), and collect the point estimates of all latent variables after
every few iterations (i.e., the sample-lag to avoid auto-correlation
between consecutive samples). To set the prior means θ0 andψ0,k ,
we use an empirical Bayes approach and treat the majority votes
as the true labels to estimate the prevalence and confusion matrix
from the input data.

(a) Setting 1: µ0 = −4, µ1 = 4 (b) Setting 2: µ0 = −1, µ1 = 1

Figure 10: Distribution of classifier scores for two classes,
σ0 = σ1 = 2

https://github.com/facebookresearch/clara


(a) Mean absolute error (b) Length of confidence interval (c) Coverage rate of 95% CI

Figure 11: Prevalence estimation using CLARA with classifier score

(a) Mean absolute error (b) Length of confidence interval (c) Coverage rate of 95% CI

Figure 12: Prevalence estimation using CLARA and Snorkel

7.3 Human Labels with Classifier Scores
We also evaluate CLARA’s ability to recover the true prevalence
when we have available classifier score for each item (as described
in Section 3.1). We first generate dataset in the same process as in
Section 4.1, and then generate classifier score as follows: (1) draw a
raw score xi from N(µ0,σ0) if true label is 0 and from N(µ1,σ1) if
true label is 1, here µ0 , µ1, and (2) use the sigmoid transformation
of xi as the classifier score of item i .

Here classifier scores is generated as an indicator of each item’s
true rating (with noise). Larger difference between µ0 and µ1 indi-
cates more separable distribution between positive and negative
class in terms of classifier scores. In practice, this matches the case
of a well-performing ML model that provides good quality of clas-
sifier scores. In contrast, we might also have ML model that does
not perform quite well, where the distribution of scores between
the two classes are less separable.

In order to see CLARA’s performance under different quality
of ML scores, we generate two settings of scores as follows. The
first setting uses µ0 = −4, µ1 = 4, and the second setting uses
µ0 = −1, µ1 = 1, where in both cases σ0 = σ1 = 2. The resulting
score distribution is shown in Figure 10. Setting 1 results in clear
separation of the scores of the positive and negative classes, while
scores from the setting 2 are less separable. For simplicity, we only

experiment with the setting where TPR = 0.8 and TNR = 0.9. The
rest of the parameters in the dataset and CLARA training are all
identical with those in Section 4.1.

The results of applying CLARA with the two classifier scores
are shown in Figure 11. Overall, CLARA’s estimates with classi-
fier score perform better compared with its “no score” counterpart.
With classifier score, CLARA’s prevalence has a smaller bias (Fig-
ure 11a), more efficient confidence interval (Figure 11b), without
losing the accuracy in terms of coverage rate of the resulting confi-
dence intervals (Figure 11c).

7.4 Inferring Prevalence with Snorkel
Following the same simulation and evaluation procedure in Sec-
tion 4.1, we evaluate Snorkel’s ability to recover the true prevalence
in the input dataset. In Figure 12, we report the mean absolute error,
length of the CI, and coverage rate of the 95% CI for both CLARA
and Snorkel, using their probabilistic estimates on an item level
to infer the prevalence. We see that Snorkel does not estimate the
prevalence well compared to CLARA; after looking at the individual
item level probabilities estimated from Snorkel, we concluded this
is because they are not calibrated. This is not surprising as Snorkel
was designed for ML models, not for prevalence estimation, where
calibration is not necessary, e.g., when weighting the loss function.
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