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Specialized documentation techniques have been developed to communicate key facts about machine-learning (ML) systems and the
datasets and models they rely on. Techniques such as Datasheets, FactSheets, and Model Cards began the journey towards model
documentation that provides ML explainability and transparency. Our proposal, called System Cards, aims to increase the transparency
of ML systems by providing stakeholders with an overview of different components of an ML system, how these components interact,
and how different pieces of data and protected information are used by the system.

CCS Concepts: • Software and its engineering → Documentation; • Computing methodologies→ Machine learning.
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1 INTRODUCTION

With the rapid adoption of machine learning (ML) in practical applications, ML-specific documentation has become
central to their transparency and to the user experience of different stakeholders of ML. In contrast to traditional
software systems, the documentation of ML-based systems is an emerging area that poses new challenges and technical
requirements. A variety of initiatives have been undertaken over the past few years to address these challenges. These
initiatives aim to provide systematic ways to document ML-based systems.

Previous work on documenting ML-based systems have focused on different components of these systems. For
example, Model Cards [Mitchell et al. 2019] aim to communicate key facts about individual models such as their intended
use, training and evaluation data, and relevant metrics. Likewise, Datasheets for Datasets [Gebru et al. 2021] focus on
providing various details about the datasets used to develop ML models. While the above solutions strongly advance the
transparency of ML-based systems, they might not always be suited to capture system-level information. The following
are two examples for such situations:

• Complex systems, such as ML-based content ranking, involve various models and datasets used to train those
model, in addition to non ML-based technologies. The documentation solution therefore needs to communicate
how data is processed over multiple components, including human-in-the-loop ones and non-ML routines.

• Individual models often involve outputs of other models such as generic embeddings or baseline models used
for transfer learning as inputs. Accordingly, the documentation solution needs to account for such dependencies
and their implications.
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IBM’s FactSheets [Arnold et al. 2019] aim to act as declarations of conformity for AI services by providing relevant
details to the consumers of these services. The authors argue how services can consist of multiple models, and how
assessing the conformity analysis should consider how these models fit together to provide the service.

We present an integrated solution that aims to provide enhanced transparency into ML-based systems. Our solution
is designed to communicate both an overview and detailed information about such a system, and caters both to expert
stakeholders including model developers, reviewers, and other stakeholders such as individuals who want to learn
more about the ML underpinning their experiences.

2 BACKGROUND ANDMOTIVATION

Providing transparency into ML systems involves distinct challenges. Some of these challenges are specific to ML
systems, such as model interpretability, while others apply to software systems generally.

2.1 Transparency Through Documentation

The ABOUT ML initiative [Raji and Yang 2019] advocates documentation as a practical intervention to provide clarity
into decision making in ML systems for stakeholders. The authors explain the value of both external and internal
documentation such as establishing trust and demonstrating fairness [Holstein et al. 2019]. Furthermore, the authors
argue that documentation is both an artifact and a process, showing how developing the documentation fosters ML
developers to think critically about every step in the ML lifecycle. The initiative is ongoing, led by the Partnership on
AI consortium which continues to actively develop this process.

Documenting software systems is a long-standing goal of software engineering. A wide variety of tools, techniques,
and standards have been developed over decades to make the documentation process effective and efficient. Some of
the emerging documentation initiatives for ML-based systems have adapted existing methods while others necessarily
take a novel approach. Datasheets [Gebru et al. 2021], and to an extent Model Cards [Mitchell et al. 2019], grew from
experiences with hardware specification documentation. Dataset Nutrition Labels [Chmielinski et al. 2020; Holland et al.
2018], FactSheets [Arnold et al. 2019], and Data Statements [Bender and Friedman 2018] are also prominent examples
of these initiatives. Hind et al [Hind et al. 2020] report on the experience of ML teams in using FactSheets, and provide
recommendations for easing the collection and flexible presentation of ML facts to promote transparency.

2.2 Transparency Through Model Interpretability

Lipton [Lipton 2018] analyzes in detail the notion of transparency in interpretability. The author argues how transparency
in this context is the opposite of “black-boxness” as it helps understanding the mechanism by which the model works.
Such understanding can be at the level of the entire model, at the level of individual components such as parameters,
and at the level of the training algorithm.

Weller [Weller 2019] identifies different use cases of transparency, and distinguishes between two types of inter-
pretability solutions to support them: global (how an overall system works) and local (explaining a particular prediction).
The author surveys available techniques for both types and argues how the transparency enabled by them can provide
insights into important model characteristics such as robustness and fairness.

2.3 Why ML Systems?

There is currently no consensus on the definition of artificial intelligence however there is recognition of the need
to identify functional definitions. Krafft [Krafft et al. 2020] highlight how “AI researchers favor definitions of AI that
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emphasize technical functionality, policy-makers instead use definitions that compare systems to human thinking
and behavior." Where defining AI is challenging due to the variety of perspectives and disciplines involved, machine
learning has reached point closer to an accepted definition, "the use and development of computer systems that are able
to learn and adapt without following explicit instructions, by using algorithms and statistical models to analyze and
draw inferences from patterns in data." [Press 2022].

Current model documentation approaches, which are necessarily descriptive in nature are often question and answer
lists, these may fall short of providing explanations into systems where a series of models creates signals into other
models that ultimately provide a user experience. System-level transparency provides insight into how an ensemble of
models work together to make systems such as those that rank and recommend.

3 SYSTEM CARDS

Inspired by the solutions mentioned in Section 2.1, we propose System Cards as a means for documenting ML-based
systems. These cards aim to provide insight into the system architecture and help better explain how the system
operates. While it shares several aspects with previous work, our solution focuses primarily on system-level information.
A system card provides an overview of several ML models that comprise an ML system, as well as details about these
components, and a walkthrough with an example input.

Overview First. The entry point in a System Card is a page that provides a brief description of the system and
its purpose, along with information about its authors and current version. In addition, this page has a high-level
diagram of system components that communicates how they are used to achieve the desired functionality. Various
diagrams have been devised to provide an overview of complex systems, such as UML diagrams for object-oriented
software systems [Medvidovic et al. 2002]. In contrast, ML systems lack standard diagrams, with existing ones such as
TensorBoard [Wongsuphasawat et al. 2017] focusing mainly on individual ML models. Figure 1 shows an example of an
overview of a fictional content ranking system. The system leverages multiple data modalities that are typically present
in user-generated content, specifically text, image, and video modalities. These pieces of the input are processed by
multiple components of the ML system, in order to compute the final ranking.

Interactive Exploration. The user can access details about various components in a system card by interacting
with the overview page. In particular, the user can access model cards [Mitchell et al. 2019] of the ML models in the
system in order to examine the details of these models. Besides model cards, the user can also access a summary of the
overall system performance about non-ML components such as human reviews.

AWalkthrough with an Example Input. Demonstration has become essential for sharing and testing ML solu-
tions [Abid et al. 2019]. To improve transparency in ML systems, a system card can include a step-by-step demonstration
of how the system processes an actual input. This helps stakeholders better grasp how the system works and appreciate
the challenges it tackles. Moreover, the system card can enable the user to modify the input in order to examine how
the system’s response changes accordingly.

4 CHALLENGES AND FUTUREWORK

Documentation solutions that target ML systems have only started to emerge in recent years. The main challenge to
these solutions is to increase their adoption among practitioners, by maximizing the value they add and minimizing the
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Fig. 1. An overview for an archetypal content ranking system showing how different components process various input modalities to
compute the final ranking.

effort needed to create usable and valuable documentation artifacts. In the case of System Cards, the main challenges
we identified are:

• Automation: The curation of System Cards currently largely depends on manual efforts. This includes creating
the system diagram and the user interface that demonstrates how the system processes actual inputs. These
artifacts require strong expertise in order to effectively simplify highly technical information. Automation
has been shown to be useful in the creation of documentation artifacts such as Model Cards [Fang and Miao
2020]and FactSheets [Hind et al. 2020]. Likewise, solutions such as Gradio [Abid et al. 2019] can simplify the
demonstration of ML systems. Inspired by these solutions, we are exploring avenues to reduce the manual effort
involved in creating a system card.

• Maintenance: ML systems constantly evolve as their component models may often be retrained or replaced.
Such updates would necessitate the System Cards to reflect these changes. Unlike in classical software systems,
current ML documentation solutions rely largely on manual effort to maintain their content. We are exploring
solutions to facilitate easier maintenance and provenance of System Cards in a highly agile ML landscape.

• Security: Providing information about how certain ML systems work could invite adversarial attacks, which
could potentially risk harming the people who use or are affected by the system. Depending on the information
provided in a System Card, malicious actors can use this knowledge to reverse-engineer the system. Therefore,
it is important to strike the balance between ML transparency and security. We envision a solution in which
different stakeholders have access to different levels of information about the system. For example, while some
stakeholders may be more interested in assessing the appropriateness of the ML models used, end users may



System-Level Transparency of Machine Learning 5

be more interested in understanding which parts of their information are being used, for which purpose, and
accordingly how they can opt-out of the provided services.

We plan to continue iterating on the system card concept as we learn from our end users and experts. We hope by
this to lay a foundation for what elements of ML systems need to be included in System Cards, at which intervention
points, and for which audiences. We also plan to tackle develop further transparency solutions, including data cards,
method cards to account for different parts of the ML life cycle. Finally, we plan to explore how to integrate other
aspects of and information about responsible AI elements of ML systems such as fairness, robustness, and accountability
within our transparency solutions.
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