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Abstract

In this supplementary material, we firstly provide the ab-
lation results on ViSha [1] in Section 1. Then we test the
performance of our Spatial ICT and a semi-supervised se-
mantic segmentation method CCT [2] for comparison in
Section 2. In addition, We present the sensitivity analysis
on the parameters of our method in Section 3, and provide
some details on our VISAD dataset in Section 4.

1. Ablation study on ViSha

We also conduct the ablation study on ViSha to under-
stand the behavior and effectiveness of each module we pro-
posed.

Ablation study on SANet. The three modules, EDR,
FFM and DAM are hierarchically added on the basic
encoder-decoder network with a simple feature fusing struc-
ture as the ablation study on DS. The upper part of Table 1
summarizes the quantitative results, and the qualitative re-
sults are presented Fig.1.

From the results, we can see that all the three modules
are very effective for promoting the performance, which
demonstrates that they are necessary for our SANet for
learning accurate shadow features. The visualization re-
sults presented in Fig.1 also verify the effectiveness of each
module on the detection of details and small scale shadow
regions.

Ablation study on the three consistency constraints.
The three consistency constraints, the scale consistency
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ED FFM R DAM MAE↓ Fβ ↑ IoU ↑ BER↓
✓ 0.096 0.564 0.330 27.30
✓ ✓ 0.092 0.566 0.354 26.54
✓ ✓ ✓ 0.093 0.571 0.348 27.37
✓ ✓ ✓ ✓ 0.090 0.585 0.356 26.36

SC TIC SIC MAE ↓ Fβ ↑ IoU ↑ BER ↓

BL

0.062 0.542 0.363 20.11
✓ 0.059 0.608 0.382 19.86
✓ ✓ 0.059 0.593 0.409 19.24
✓ ✓ ✓ 0.058 0.628 0.412 18.58

Table 1. The upper part: results of ablation analysis on SANet pre-
trained on SBU and fine-tuned on MOS. The lower part: results of
ablation analysis on STICT. R: Refiner. BL: basic SANet trained
on SBU without fine-tuning.

constraint (SC), the spatial interpolation consistency con-
straint (SIC), and the temporal consistency constraint (TIC)
are hierarchically added on the basic SANet. The lower
part of Table 1 summarizes the quantitative results, and the
qualitative results are presented Fig.2. The quantitative and
qualitative results all demonstrate that the three consistency
constraints are effective for boosting the performance of
shadow detection.

2. Comparison of Spatial ICT with CCT [2]

To demonstrate the effectiveness of Spatial ICT
for better generalization, we compare Spatial ICT
with a semi-supervised semantic segmentation method
Cross-Consistency Training (CCT) [2], where the coss-
consistency regularization is enforced to encourage an in-
variant of the predictions over different perturbations ap-
plied to the outputs of the encoder. We use the training set
in SBU [3] and the training set in ViSha as the labeled and



Image Label ED ED+FFM ED+FFM+R SANet

Figure 1. Visualization results of ablation study on SANet.

Video Label B B+SC B+SC+TIC STICT

Figure 2. Visualization results of ablation study on the three con-
sistency constraints.

unlabeled dataset for training, and test the models on the
testing set in ViSha. In our Spatial ICT, the spatial interpo-
lation is conducted on the outputs of the encoder, and only
the spatial interpolation consistency constraint is used as the

unsupervised loss for updating the student network. The test
results are presented in Table 2, from which we can see that
our Spatial ICT is more effective than CCT in our shadow
region segmentation task.

MAE↓ Fβ ↑ IoU ↑ BER ↓
CCT [2] 0.098 0.494 0.331 20.61

Spatial ICT 0.052 0.612 0.502 16.24

Table 2. Performance of our Spatial ICT vs. CCT.

3. Sensitivity analysis on the parameters
All the experiments are conducted on DS for the ablation

study on the parameters.

3.1. Sensitivity analysis on the spatial interpolation
parameter d

As we plug the spatial interpolation module in the bot-
tleneck between encoder and decoder, the width and height
of feature map F are both 11, we test the sensitivity of our
method’s performance on different values of parameter d
(d ∈ [3, 5, 7]). The test results are shown in Table 3. In
theory, the spatial interpolation is more effective when d is
larger, as the found unrelated point for interpolation in a
larger neighboring area would be more likely to be in dif-
ferent class. However, from the results presented in Table
3, the best performance is achieved when d = 3. The rea-
son is that our feature map is relatively small, and it needs a
padding operation to calculate the spatial correlation when
d gets larger, and then most of the points are interpolated
with a zero point, which results in the failure of spatial in-
terpolation.

MAE↓ Fβ ↑ IoU ↑ BER↓
d = 3 0.065 0.646 0.370 14.17
d = 5 0.071 0.647 0.366 15.89
d = 7 0.078 0.592 0.346 16.12

Table 3. Performance of our method vs. different values of d in the
spatial interpolation module, the best results are highlighted with
bold.

3.2. Sensitivity analysis on temporal interpolation
parameter k

We test the sensitivity of our method’s performance to
different values of parameter k (k ∈ [1, 2, 3, 4, 5]) in Eq.(8).
Since the images are sampled from the videos with a sam-
pling rate 1/8, k = n means that we use a frame and its
forward 8nth frame and its backward 8nth frame as the con-
secutive three frames for computing the temporal interpola-
tion consistency loss. The test results are shown in Table



4. It can be observed that the performance of our proposed
method decreases gradually with k increasing. The reason
is that the larger motion between adjacent frames leads to
more inaccurate optical flow, which makes the temporal in-
terpolation consistency constraint difficult to maintain.

3.3. Sensitivity analysis on the weight parameters
βmax and tmax in the Gaussian ramp up func-
tion for computing β(t)

We test the sensitivity of our method’s performance to
different values of parameters βmax and tmax in the Gaus-
sian ramp-up function for updating the consistency loss
weight β(t) = βmaxe

−5(1−t/tmax)
2

, for analyzing the im-
portance of the consistency loss in different training time
period. The upper part of Table 5 presents the results of
different values of βmax when tmax = 10, and the lower
part of 5 presents the results of different values of tmax

when βmax = 1, from which we can choose βmax = 1 and
tmax = 10 for the best trade-off between the four metrics.

3.4. Sensitivity analysis on the weight parameters
η1, η2 and η3

We also test the sensitivity of our method’s performance
to different values of the weight parameters η1, η2, and η3
for each consistency loss in Eq.(1). The results are pre-
sented in Table 6. It can be observed that we can choose the
following three weight parameters, η1 = η2 = η3 = 1, for
the best trade-off between the four metrics.

3.5. Sensitivity analysis on the decay parameters η
in EMA for updating the teacher network

We test the sensitivity of our method’s performance to
different values of the decay parameter η in EMA. The ex-
perimental results tested on different values of η are pre-
sented in Table 7. We choose η = 0.999 for the best trade-
off between the four metrics.

4. More Details about the VISAD Dataset
Processing the Bonnet Region in DS. Considering that

the front of the bonnet in the image, which is usually mis-
recognized as a shadow region, is settled in a video, we la-
beled the bonnet region in each annotated frame to mask

k = 1 k = 2 k = 3 k = 4 k = 5

MAE↓ 0.065 0.079 0.082 0.089 0.117
Fβ ↑ 0.646 0.571 0.522 0.483 0.341
IoU↑ 0.370 0.342 0.306 0.330 0.219

BER ↓ 14.17 16.12 19.28 22.84 23.05

Table 4. Performance of our method vs. different values of k in
Eq.(8), the best results are highlighted with bold.

βmax = 0.1 0.5 1 2 3
MAE↓ 0.068 0.073 0.065 0.064 0.072
Fβ ↑ 0.597 0.621 0.646 0.436 0.520
IoU↑ 0.373 0.375 0.370 0.335 0.374
BER↓ 15.95 17.84 14.17 15.21 15.01
tmax = 5 10 15 20 30
MAE↓ 0.072 0.065 0.068 0.068 0.081
Fβ ↑ 0.584 0.646 0.635 0.622 0.573
IoU↑ 0.363 0.370 0.373 0.371 0.366
BER↓ 15.26 14.17 14.22 14.98 17.65

Table 5. The upper part: performance of our method vs. different
values of βmax. The lower part: performance of our method vs.
different values of tmax.

0.01 0.1 0.5 1 2

η1 = 0,η2 = 0, η3 =

MAE↓ 0.094 0.093 0.093 0.092 0.093
Fβ ↑ 0.504 0.510 0.519 0.518 0.511
IoU ↑ 0.306 0.304 0.310 0.311 0.308
BER↓ 17.39 17.01 17.03 16.78 17.25

η1 = 0,η3 = 1, η2 =

MAE↓ 0.089 0.084 0.078 0.079 0.082
Fβ ↑ 0.519 0.543 0.569 0.587 0.590
IoU↑ 0.309 0.312 0.318 0.320 0.313
BER↓ 16.57 16.77 17.02 16.29 17.22

η2 = η3 = 1, η1 =

MAE↓ 0.081 0.068 0.067 0.065 0.070
Fβ ↑ 0.582 0.631 0.649 0.646 0.633
IoU↑ 0.329 0.364 0.361 0.370 0.372
BER↓ 16.75 15.86 16.23 14.17 14.39

Table 6. Performance of our method vs. different values of η1, η2
and η3 in Eq.(1), the best results are highlighted with bold.

η = 0.99 η = 0.999 η = 0.9999

MAE↓ 0.062 0.065 0.072
Fβ ↑ 0.635 0.646 0.632
IoU↑ 0.373 0.370 0.369
BER↓ 15.29 14.17 14.30

Table 7. Performance of our method vs. different values of the
decay parameter η in EMA.

the bonnet region during prediction phase for calculating
the metric.

Dataset Analysis. To validate the diversities and chal-
lenges of our VISAD dataset, we analyze the shadow re-
gions by using the connected component analysis technol-
ogy, and we show the statistics as follows:

Shadow Scale. We define the scale of a shadow region
by:

s = max

(
hbbox

H
,
wbbox

W

)
, (1)

where (hbbox, wbbox) and (H,W ) are the height and width
of the minimum enclosing rectangle of a shadow region and
that of the image, respectively. The statistics of scale dis-
tribution for DS and MOS are shown in Fig.3(a) and (d),
respectively. We can see that there are various scales of



shadow regions in DS and MOS, and most of them are small
scale regions.
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Figure 3. Statistics of our VISAD dataset. The scale distribution
in DS (a) and in MOS (d). The shadow area distribution in DS (b)
and in MOS (e), and the number of shadow regions distribution in
DS (c) and in MOS (f).

Shadow Area. We define the area of the shadow region
as a proportion of shadow pixels in the image. In Fig.3(b)
and (e), we can see that the shadows in DS are mainly in
small areas, in the range of (0, 0.3], while that in MOS vary
in a wide range with the majority falling in the range of
(0, 0.4]. Such small shadow regions can be easily cluttered
with diverse background objects/scenes.

Number of Shadow Regions. We define the number
of shadow regions as the total number of connected com-
ponents in an image. In Fig.3(c) and (f), we can see that
there are more than five shadow regions in most of images,
and even thirty in some of the images. The large quantity
of small area shadow may degrade the performance of the
shadow detection algorithm.

In summary, the shadows with scale variance, small area
and large quantity in our VISAD dataset are the main chal-
lenges that may affect the performance of the algorithm.
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