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ABSTRACT
With the rise of social media, users from across the world are able
to connect and converse with each other online. While these con-
nections have facilitated a growth in knowledge, online discussions
can also end in acrimonious conflict. Previous computational stud-
ies have focused on creating online conflict detection models from
inferred labels, primarily examine disagreement but not acrimony,
and do not examine the conflict’s emergence. Social science studies
have investigated offline conflict, which can differ from its online
form, and rarely examines its emergence. The current research
aims to understand how online conflicts arise in online personal
conversations. Our ground truth is a Facebook tool that allows
group members to report conflict to administrators. We contrast
discussions ending with a conflict report with paired non-conflict
discussions from the same post. We study both user character-
istics (e.g., historical user-to-user interactions) and conversation
dynamics (e.g., changes in emotional intensity over the course of
the conversation). We use logistic regression to identify the features
that predict conflict. User characteristics such as the commenter’s
gender and previous involvement in negative online activity are
strong indicators of conflict. Conversational dynamics, such as an
increase in person-oriented discussion, are also important signals
of conflict. These results help us understand how conflicts emerge
and suggest better detection models and ways to alert group ad-
ministrators and members early on to mediate the conversation.

CCS CONCEPTS
• Networks → Social media networks; • Information systems
→ Social networks; • Computing methodologies → Natural
language processing; • Applied computing→ Sociology.
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1 INTRODUCTION
Interpersonal conflicts disrupt effective communication both online
and in offline daily life. Social science literature routinely distin-
guishes between substantive task-related conflict, in which peo-
ple disagree about procedures and goals, and affective interper-
sonal conflict, in which the conflict revolves around the relations
of the participants and their frustration and dislike of each other
[13, 19, 24]. Substantive conflict can positively impact people who
engage in constructive debates, by encouraging them to discuss al-
ternative perspectives, reconcile differences, and develop empathy
for different viewpoints. However, substantive disagreements that
morph into interpersonal or relationship conflict generally have
negative consequences for both individuals and groups. Relation-
ship conflict is strongly related to reductions in trust, cohesion,
satisfaction, commitment, voluntary good citizenship behavior, and
positive affect in work groups and teams [13]. It can also result in
biased information processing [14] and poorer quality work [11] .
Interpersonal conflicts may arise in both online and offline settings
and can evolve from differences in goals, opinions, or group identi-
fication. In addition to these potential sources of conflict, the rapid
turnover in membership in online groups, lean communication
media (i.e., media without additional information from non-verbal
cues) that may lead members to forget they are communicating
with other humans, and the existence of trolls, suggest that inter-
personal conflict may be more common online than offline and may
differ in its causes [12]. As a result, the study of online interpersonal
conflict is important in its own right as well as providing a lens to
study conflict escalation processes more generally. Although some
research on online conflict has analyzed more neutral disagree-
ments [21], or focused on specific types of harmful conflict such
as trolls deliberately posting provocative or offensive comments to
provoke others [12], we study the rare non-constructive, interper-
sonal conflicts (< 0.0001% in our data set), which escalate and lead
users to report the conflict to their group administrators.

Prior work on online conflicts has primarily focused on creat-
ing conflict detection models. These models are trained to detect
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Figure 1: Examples of conflict conversations, where each text sequence is edited and paraphrased. The original, initiating post
P0 (also edited and paraphrased) is shown at the top and reply-comments (C1-C6), which constitute the conversation thread,
are shown below. The comments in the red boxes were reported to the group administrators as conflicts.

conflicts at the post-level or topic-level [1, 16, 18], with the im-
plication that all of the conversations associated with these posts
and topics are either conflictful or not. Additionally, these studies
infer whether a comment reflects conflict from metadata such as
upvote/downvote ratios and topic of discussion [9, 21, 27]. As a re-
sult, this research does not differentiate substantive disagreements
from more toxic interpersonal conflict. Most studies of conflict in
the social sciences have evaluated conflict in offline settings, exam-
ining relatively static causes (e.g., differences in interests among
participants), downstream effects of the conflict (e.g., work groups
cohesion or performance), and types of conflict resolution (e.g., me-
diation strategies) [23, 33, 46]. However, little research investigating
conflict in online or offline settings has examined how interpersonal
conflict emerges and the factors that lead to it [26, 44].

The focus of our paper is on the dynamics of online interpersonal
conflicts. Online conflicts can differ from other conflicts multiple
ways due to the nature of social media technology. First, there is
a wide geographical distribution across users, which can spawn
cultural differences leading to conflict [43]. Additionally, online
users often have conversations with strangers [20] or easily join
existing conversations, allowing for an increase in the number of
participants and the likelihood that people are interacting with

strangers. Finally, in online groups, turnover is high, the commu-
nication media are lean, and participants perceive themselves to
be relatively anonymous compared to offline interactions. These
characteristics may result in volatile conversations that are more
dynamic in the number of participants and opinions. While this
can allow users to engage with each other and discuss differing
viewpoints respectfully, it can also lead to escalated disagreements
among users. As the prior research in both computer science and
social science has not studied the emergence of online conflict,
there is a gap in current knowledge in this area.

We aim to fill this gap and contribute to research on the emer-
gence of online interpersonal conflict. To do this, we take advantage
of Facebook’s conflict comment reporting tool1, in which mem-
bers of a group can report a comment with objectionable conflict
to a group administrator. We contrast conflict conversations and
non-conflict ones on the same topic in the same group. Figure 1
shows two paraphrased examples of conversations with a reported
conflict comment. We utilize the data to explain the factors that
lead to a conflict in Facebook group conversations and distinguish
pre-existing user characteristics, which participants bring into the

1https://www.facebook.com/community/whats-new/new-tools-features-nurture-
community/
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Table 1: Hypotheses and their respective categories.

User Characteristics H1 Conflict commenters have pre-existing differences from other commenters
H2 Conflict commenters are more likely to be involved in other negative activity online
H3 Conflict commenters are not well-connected to the group where the conflict occurs

Conversation Dynamics H4 Conflict threads have an increase in intensity and negative emotions
H5a Conflict conversations are identity/group-based rather than interpersonal
H5b Conflict conversations become more interpersonal over time

conversation, and conversation dynamics, which emerge over the
course of the conversation. These features are inputs to a multilevel
logistic regression model to predict whether the conversation ends
in reported conflict. Our results promote theoretical understanding
of how conflicts arise in a discussion, extending other work on
the dynamics of conflict evolution [44]. In addition, they can be
used practically to build better conflict detection models and alert
systems to notify group administrators and moderators and even
participants in the conversation of an emerging conflict for early
intervention.

Our contributions include: 1) using ground truth labels from
the people involved to distinguish conflict and non-conflict con-
versations, 2) empirically identifying variables that may lead to
conflict within online conversations as the conflict is emerging,
and 3) distinguishing static characteristics of users and dynamic
characteristics of the conversation, including how it changes over
time, to explain the emergence of interpersonal conflict.

2 RELATEDWORK AND HYPOTHESES
In this section, we review related literature in the area of conflict
and develop hypotheses for our analysis on the emergence of online
interpersonal conflict.

Varying demographic characteristics can lead to differing en-
gagement with conflict, as shown in prior research. For example,
Eagly and Steffen [17] showed that women are somewhat less ag-
gressive than men, and Holt and DeVore [23] found that females are
more likely to compromise than males during disagreements, which
can diffuse the situation rather than escalate it further. Triandis
[43] demonstrated the existence of cultural and racial differences in
conflict. Cheng et al. [6] showed that antisocial behavior in online
groups is a relatively stable individual difference. Together, this
research suggests that a number of pre-existing user characteristics
may lead to online, interpersonal conflict:

• H1: Conflict commenters have pre-existing differences from
other commenters.

Related work in the area of toxic conversations has evaluated
the connections between the users involved in the discussions.
Saveski et al. [36] found that the largest proportion of toxic tweets
in their study was posted by moderately toxic users (users who
have posted several toxic tweets), demonstrating a high probability
of repeat offenders. This leads us to believe conflict commenters
may be involved in other such activities online, formulating our
next hypothesis:

• H2: Conflict commenters are more likely to be involved in
other negative activity online.

Additionally, Saveski et al. [36] showed that toxic replies in
conversations occur from users with weaker social connections and
fewer friends in common with the poster. Coletto et al. [9] similarly
studied connections of users in the context of controversial threads.
To do so, they analyzed local network patterns of user-follower and
user-reply graphs. Their findings showed controversial interactions
are less likely to occur between users who follow each other on
social media. With this in mind, we formulate our third hypothesis:

• H3: Conflict commenters are not well-connected to the
group where the conflict occurs.

Previous research on controversy detection has utilized both senti-
ment and emotions to detect the extent to which a topic or discus-
sion is controversial [1, 7, 27, 30, 42]. These papers have analyzed
intensity of emotions and sentiments, showing that these text-based
features are strong indicators of controversy. Meanwhile, Coletto
et al. [9] investigated intensity through a different lens, by assum-
ing controversial topics generate “dense” discussions, so that the
inter-reply rate for these conversations are lower (i.e., more rapid
replies) than those of a non-controversial topic. Zhang et al. [47]
studied the early derailment of conversations within Wikipedia talk
page discussions through a variety of text-based features such as
politeness strategies and prompt types. On the social science side,
Weingart et al. [44] analyzed offline conflicts in terms of conflict
spirals, characterized by escalating tension in the conflict conversa-
tions and increases in reciprocated negative communications (e.g.,
threats) and emotional states. While previous work examined over-
all sentiment/emotional intensity online or examined changes in
it in an offline setting, we predict a pattern of increasing negative
emotions and intensity in online conversations. This leads us to
our next hypothesis:

• H4: Conflict threads have an increase in intensity and nega-
tive emotions.

de Dreu [10] argued that intergroup conflicts are more common
than interpersonal ones. Many of these conflicts are identity-based,
in which people believe that the group or subgroup with which they
identify (e.g., ethnicity, race, religion, or political party) is superior
to an outgroup [22, 38, 43]. While many conflicts have their origins
in intergroup differences, these intergroup conflicts can evolve to
become interpersonal ones [28], although frequent pleasant inter-
actions can reduce intergroup conflicts [32]. The previous literature
suggests two hypotheses:

• H5a: Conflict conversations are identity/group-based rather
than interpersonal.

• H5b: Conflict conversations becomemore interpersonal over
time.
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We categorize our hypotheses into two groups: user characteris-
tics and conversation dynamics. H1, H2, and H3 examine whether
online conflicts in groups can be attributed to pre-existing user
characteristics, such as their demographics or involvement in other
online activity. This enables us to determine which user characteris-
tics reflect a user’s propensity to engage in conflict. In contrast, H4
and H5 examine how conflicts emerge during a conversation and
whether these conversations differ from non-conflict conversations
in relation to emotional intensity and group identity. We summarize
our hypotheses and their respective groupings in Table 1.

3 DATA COLLECTION
To collect our data, we utilize Facebook’s conflict reporting tool,
which allows group members to report comments containing con-
flict to group administrators for action. Using this tool, people can
select “Report comment to group admins” from a drop-down menu
next to a comment. This leads to a pop-up menu which allows
users to select a reason for reporting the comment: Breaks Group
Rule, Fake News, Member Conflict, Spam, Harassment, Hate Speech,
Nudity or Sexual Activity, Violence, or Other. A visualization of
this tool can be seen in Figure 5 in the appendix. The interface
only provides the name of the menu item, “Member Conflict”, but
does not provide a definition or additional details about the type
of comments that should be reported as conflict. Our sample of
conflict comments consists of de-identified comments from public
groups (any size) and large private groups (>32 members) written
in English from 05/29/2021 to 08/15/2021 that were reported by a
member as containing conflict.

Because our goal is to understand the differences between con-
flict and non-conflict conversations, we collected a matched sample
of non-conflict conversations by randomly sampling a comment not
reported as containing conflict from a separate discussion thread
under the same post. We restricted the randomly sampled comment
to have a minimum depth of 4 in the conversation thread, which
is the minimum depth for reported comments in our analysis. In
the remainder of this paper, we refer to conflict comments and
non-conflict comments as target comments. Since our dataset con-
sists of paired samples from the same post, we removed any target
comments written by users who appear as both conflict and non-
conflict commenters, to ensure there is no overlap between users
in the conflict and non-conflict sets. 2 To study the conversation
history, we reconstruct the conversations in which the target com-
ments appeared by retrieving all comments leading up to the target
comment, starting at the top-level comment for the post. The final
dataset consists of 15,438 paired conflict and non-conflict conver-
sational threads from 10,179 different groups. The data collection
process is illustrated in Figure 2.

Previous work on conflicts have used the controversial nature
of the topic of discussion as an indicator of conflict [9, 15, 18]. Our
data collection process ensures that paired samples of conflict and
non-conflict comments discuss the same topic because they are
follow-ups to the same initiating post. In addition to controlling for
topic, this approach allows us to control for the group’s culture and
member distribution. Although we are unable to study how topics

2This mainly occurred for users involved in threads descending from the same post
and accounted for 7% of users in our set.

Figure 2: Data collection process for conflict and non-conflict
conversations.

and group characteristics influence conflict with this approach, our
analysis can focus on the user and conversational differences that
lead to conflict.

4 METHODOLOGY
4.1 Modeling
We use logistic regression to predict whether a target comment
is a conflict or non-conflict based on user characteristics and con-
versation dynamics. Because the paired conflict and non-conflict
comments are not independent of each other, we use random in-
tercept, multilevel logistic regression with comments nested under
post ID. We build seven models for our analysis, where each model
includes an additional set of variables to test subsequent hypotheses
(e.g., hypotheses testing the influence of conversational dynamics
include all the user characteristics). Results are reported in terms
of the odds ratio for each variable, indicating its association with
conflict. All continuous variables were standardized with a mean
of 0 and standard deviation of 1 before input3. Thus, the odds ratio
indicates the extent to which changing a dichotomous variable from
zero to one (e.g., female to male) or changing a continuous variable
by a standard deviation influences the odds of the comment having
been reported as conflict. In addition to the odds ratios, we report
McFadden’s 𝑅2, BIC, Log Likelihood and Log Likelihood Ratio test
values for each model. The latter is calculated between pairs of
models with an additional set of features (e.g. H2 and H3). We dis-
cuss how we operationalize each feature and hypothesis below. The
appendix contains descriptive statistics for each of the variables
used in the logistic regression.

4.2 User Characteristics
To test whether pre-existing user characteristics predict conflict,
we examine the differences between the commenter of the conflict
target comment versus the commenter of the non-conflict target
comment. To test whether conflict and non-conflict commenters
differ on relatively static user characteristics (H1), we compare
3All features except for Facebook age, 28-day activity, average Anger emotion, binary,
and slope features are additionally log transformed before standardization.
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Figure 3: Examples of conversationmotifs from a 28-day user
motif interval. Each action (e.g., comment) is labeled with a
de-identified ID for each user involved in the motif.

them in terms of gender (self-reported), country, age, friend count,
Facebook account age, and days of activity on Facebook in the 28
days before the target comment (28-day activity).

To test whether they differed in their involvement in negative
online activity (H2), we compare users in terms of the conversa-
tional motifs they were party to before the target conversation.
Motifs are recurrent subgraphs of a larger network graph, show-
ing local patterns within it. The motifs we study are subgraphs of
Facebook’s conversation graph and encapsulate all conversational
interactions [48] under a post. These interactions are made up of
comments and reactions, where reactions are icons such as ‘angry’,
‘sad’, or ‘wow’, which allow users to easily express their feelings
about a comment or post. Motifs are collected in the form of tuples
and triples. We show examples of three different conversational
motifs in Figure 3. For example, Motif 1 shows one person giving
an angry reaction to another’s comment and Motif 2 shows User 2
replying to User 1’s comment and then User 1 replying in turn.

We are primarily interested in user motifs, which are the motifs
(or interaction patterns) a user was a part of in the 28 days prior to
the target conversation. It is important to note that the user IDs for
each motif action (e.g., comment) are not related to the user’s actual
ID on Facebook. For example, Motif 1 in Figure 3 represents an
interaction in which a de-identified user labeled “2” gives an angry
reaction to User 1’s comment. Because of the de-identification, we
cannot easily trace a specific action to a specific user and can only
determine the type of motif each user was involved in (e.g., in Motif
1, we know the identity of people involved, but not who posted the
original comment or the angry reaction). As we are interested in
whether conflict users are involved in more negative activity online,
we count the number of motifs they are included in that contain
one of the seven reaction types: love , like , sorry , support ,
wow , anger , and haha . Therefore, we are counting instances
in which a user has given, received, or interacted with (through a
mutual comment) the various reaction types online. We treat the
count of each reaction type as a separate variable in the regression
model. To test whether conflict users were involved in previous
negative online activity (H2), we consider the anger reaction as
negative and love, like, sorry, and support as positive, with wow
and haha as ambiguous.

To test whether conflict commenters are less connected to their
group (H3), we examine how long a user has been a member of
the group and their activity in the group in the 28 days before the
target comment, including their number of likes, comments, posts,
and reactions.

4.3 Conversation Dynamics
We investigate the relationship between conversational dynamics
and conflict in two forms: average characteristics and evolution-
ary characteristics. For the former, we calculate the average values
of the conversational features (e.g., the average anger during a
conversation). When examining the conversation’s evolution, we
instead calculate how each feature changes during the conversation
(e.g., changes in anger from early to late in the conversation). To
do so, we split the conversation into three parts (i.e., beginning,
middle, and end), where each part contains an equal number of
comments, and compute the average feature value for the com-
ments in each time period. We split the conversation into three
sections based on the minimum length of the conversation history
in our dataset. Since the lengths of the conversations in our dataset
vary, the minimum number of comments in a time period is 1 (for
short conversations) and the maximum is𝑚𝑎𝑥_𝑙𝑒𝑛𝑔𝑡ℎ/3. When ex-
amining the inter-comment reply-rate, we split each conversation
into two sections (i.e., beginning and end), because there are fewer
intervals between comments than there are comments. Using these
values, we calculate the best fit line and utilize the slope of the line
to represent the feature’s evolution throughout the conversation.

When calculating the average and slope values, we started at
the top-level comment and ended with the comment before the
target comment. We do not include the target comment in the
evolution analysis. Studying the average feature values gives us a
static comparison of conflict and non-conflict conversations (e.g.,
Do conflict conversations contain more anger?). Slope values allow
us to examine how changes in the variable are related to conflict
(e.g., Do conflict conversations become more angry over time?). A
slope greater than zero indicates the variable is increasing from the
beginning to the end of the conversation, while a slope less than
zero indicates it is decreasing.

To test whether conflict conversations become more intense and
emotionally negative over time (H4), we examine three different
features in the conversation: emotions, usage of hate speech, and the
speed of the conversation reflected in the inter-reply rate. We utilize
two emotion analysis models4[5], which were both trained on Twit-
ter social media data [31, 35]. We average the results from the two
models to account for the variation in the original data collection,
where the DistilBERT model [34] was trained on emotion-related
hashtags and the RoBERTa model [29] was trained on data collected
through an emotion-based keyword list. We consider only emotions
measured by both models: anger, joy, and sadness. To do so, we
normalize the scores within each model’s output for these three
emotions to add to one. We then compute the average scores for
each emotion across the two models to account for model idiosyn-
crasies. For each comment in the conversation history, we compute
the three emotion scores with this method. For example, the models
indicate that C4 in Figure 1a is high in anger. Utilizing the scores for

4https://huggingface.co/bhadresh-savani/distilbert-base-uncased-emotion
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each comment, we calculate the average and slope emotion scores
for the conversation.

We analyze negativity in the conversation through a different
perspective, we examine hate speech usage, which can be defined as
offensive or threatening language towards an individual or group.
To analyze the usage of hate speech in the conversation, we uti-
lize a hate speech detector that produces a binary classification of
whether the text contains hate speech [3]5. To include a continuous
measure of hate speech in our analysis, we use the confidence score
from the model. The model indicates that example C4 in Figure
1b, has a higher degree of hate speech than other comments in the
conversation, due to the phrase “are you stupid?”.

The final variable to operationalize for the intensity of the con-
versation is the inter-reply rate, with faster replies (i.e. smaller
inter-reply rate) indicating a more heated or intense conversation.
We compute the time between each consecutive comment pair in
the conversation history. When computing the slope of the inter-
reply rate, we use the ratio of the average of the second half of the
conversation to the first half. This is done to account for some short
conversations, which contain only two inter-reply values.

To test H5 about the group or personal nature of the conflict,
consistent with prior research [37, 39], we examine pronoun usage
as an indicator of the group (e.g., “we”, “us”, and “them”) or personal
nature (e.g., “I” and singular “you”) of the conversation. We also
examine the number of unique participants in the conversation. We
count the number of each type of pronoun in the conversation and
how this changes over the course of the conversation with regards
to: first, second, and third-person singular and plural pronouns.
Because English does not distinguish between second-person sin-
gular and plural pronouns, we treat comments with “you” and a
user mention as singular (e.g., “User3 ... are you so offended”) and
those without a user mention as plural. To test whether the con-
flict conversations contain in-group/out-group qualities (H5a), we
examine the use of plural pronouns, where an increased usage of
plural pronouns can indicate a group identity focus. To testH5b, we
analyze the usage of singular pronouns and the number of unique
commenters in the conversation. To compute the latter, we count
the number of unique commenters in the conversation history and
divide this by the conversation history length. This ratio represents
the number of unique commenters per conversation. For example, if
the conversation included two users and contained five comments,
the calculated value would be 0.4. An increase in singular pronouns
and smaller number of unique users per conversation defines a
more personal conversation.

5 RESULTS AND DISCUSSION
The results for the multilevel logistic regression models are shown
in Table 2. Given the McFadden’s 𝑅2, BIC, and Log Likelihood val-
ues, we find that the model fit improves with each set of features
added to the model, even when adjusting for its complexity. We
provide results for all of our predictor variables, including the user-
level controls gender, age, Facebook age, friend count, and 28-day

5The definition for hate speech in this paper is derived from detector described in [3]
rather than from Meta’s Community Standards.

activity. We do not show the results for the country control vari-
ables, although they were included in the model. We provide the
odds ratio for each feature and discuss the results below.

Pre-existing User Features (H1). All of the pre-existing user demo-
graphic variables except for age are statistically significant. Most
interestingly, the results indicate that conflict commenters are more
likely to be male, have a newer Facebook account, and fewer friends
on Facebook. The user’s gender is the strongest predictor, with the
odds of a man being involved in a reported conflict about 60%
greater than the odds of a woman. This stark contrast is evident
in Figure 4a, where the non-conflict commenters were almost two-
thirds female, while the conflict commenters were more balanced
across genders.

Involvement in Online Activity (H2). The results for user motifs
show conflict commenters are more likely to have a history of
engaging in conversations with anger and haha reactions, and
less likely to be involved in ones with sorry, support, love, and
like reactions. These results suggest that compared to non-conflict
commenters, conflict commenters were involved in emotionally
negative online conversations and less involved in positive ones
(e.g., support). However, because of the de-identified way motifs
were collected, these results do not tell us if the conflict commenter
was the source of negative reactions, the target of them, or simply
a bystander in conversations where these reactions were produced.

Connection to Group (H3). Compared to non-conflict commenters,
conflict commenters are generally less connected to the group
where the conflict occurred. They are less likely to start conver-
sations by initiating posts (OR=0.81) or to positively react with
likes to others’ posts or comments (OR=0.80). Instead, they are
more likely to comment on others’ contributions (OR=1.08). These
results suggest that conflict commenters are not moving the con-
versation forward in a positive manner, and are instead reacting
negatively towards other members’ posts and comments, as we
show in the next section that examines the content of their com-
ments. In addition, conflict commenters are members of the group
for 16% less time (OR=0.95), with a median of 5.3 months for conflict
commenters versus 6.3 months for non-conflict commenters. This
is consistent with interpretations that they lacked time to become
connected to the group or to understand its norms, or they had
joined the group with an intent to create conflict.

Emotions and Intensity (H4). The average and slope emotion
values for the three emotions–anger, sadness, and joy–are highly
correlated, with the absolute value of the Pearson correlation rang-
ing from 0.29 to 0.79. To reduce multicollinearity, we include only
the anger emotion in the multilevel model. Results show that con-
flict conversations contain more anger overall (OR=1.61) and that
anger increases over the course of the conversation (OR=1.28). The
change in anger among conflict and non-conflict conversations is
shown in Figure 4b, where conflict conversations start with more
anger than non-conflict ones, and the gap increases, with conflict
conversations growing angrier while non-conflict become some-
what less angry. This trend is illustrated in Figure 1b, where User 1
first neutrally responds to the post (“Both are average, but I think
Spiderman is stronger”) but ends in anger (“You’re so insecure with
yourself...Grow up.”). Conflict conversations have a higher overall
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Table 2: Odds ratios for each variable from the multilevel logistic regression models, where an odds ratio > 1 is positively
associated with conflict and odds ratio < 1 is positively associated with non-conflict. We also include p-values for each feature,
where *: p<0.05, **: p<0.01, ***: p<0.001.

Feature Type Feature H1 H2 H3 H4 H5
User Age 0.975* 0.981 0.995 0.990 0.995 1.009 1.011

Gender (Male) 1.596*** 1.360*** 1.385*** 1.290*** 1.380*** 1.202*** 1.348***
FB Age 0.891*** 0.883*** 0.886*** 0.903*** 0.888*** 0.911*** 0.890***
Friend Count 0.926*** 0.958** 0.946** 0.944** 0.947*** 0.943** 0.947***
28-day Activity 0.936*** 0.941*** 0.943*** 0.948*** 0.942*** 0.945*** 0.938***
Love (Motif) 0.897*** 0.904*** 0.924*** 0.903*** 0.913*** 0.895***
Like (Motif) 0.922*** 0.992 0.988 0.990 0.996 0.997
Support (Motif) 0.874*** 0.890*** 0.908*** 0.885*** 0.903*** 0.877***
Sorry (Motif) 0.867*** 0.887*** 0.896*** 0.891*** 0.912*** 0.896***
Wow (Motif) 0.959 0.987 1.005 0.986 1.018 0.993
Anger (Motif) 1.371*** 1.341*** 1.267*** 1.336*** 1.261*** 1.338***
Haha (Motif) 1.243*** 1.216*** 1.177*** 1.223*** 1.169*** 1.220***
# of Comments 1.078*** 1.086*** 1.084*** 1.029 1.035
# of Likes 0.803*** 0.802*** 0.801*** 0.829*** 0.821***
# of Reactions 0.965 0.956* 0.968 0.966 0.978
# of Posts 0.807*** 0.820*** 0.806*** 0.823*** 0.804***
Group Membership Length 0.953*** 0.942*** 0.952*** 0.949*** 0.956***

Conversation Average Slope Average Slope
Anger (Emotion) 1.612*** 1.280*** 1.519*** 1.259***
Hate Speech 1.090*** 1.001 1.094*** 1.004
Inter-reply Rate 1.102*** 0.944*** 1.123*** 0.973
First Singular (Pronoun) 0.871*** 1.034
First Plural (Pronoun) 0.949*** 1.002
Second Singular (Pronoun) 1.536*** 1.359***
Second Plural (Pronoun) 1.060*** 1.049***
Third Singular (Pronoun) 0.984 1.005
Third Plural (Pronoun) 0.902*** 0.930***
# of Unique Commenters 0.763*** 0.737***
McFadden’s 𝑅2 0.016 0.030 0.046 0.086 0.057 0.129 0.087
BIC 42533.8 42010.8 41372.3 39660.3 40951.5 37906.7 39727.1
Log Likelihood -21204.8 -20907.1 -20562.0 -19690.5 -20336.1 -18777.5 -19687.7
Log Likelihood Ratio (Chisq) 595.4*** 690.1*** 451.9*** 1743.1*** 1825.9*** 1296.7***

(a) Gender
(b) Anger (Emotion) (c) Second-person Singular Pronoun

Figure 4: Gender, anger emotion, and second-person singular pronoun differences between conflict and non-conflict commenters
and conversations. Figures b and c represent the changes in anger emotion and second-person singular pronoun usage over
time throughout the conversation and contain feature slope lines and black bars to reflect 95% confidence intervals.



WWW ’22, April 25–29, 2022, Virtual Event, Lyon, France Sharon Levy, Robert E. Kraut, Jane A. Yu, Kristen M. Altenburger, and Yi-Chia Wang

usage of hate speech (OR=1.09), but this does not increase more
(OR=1.00). The results for inter-reply rate show that while conflict
conversations tend to have a slower reply rate overall (OR=1.10),
replies come more quickly as the conversation progresses (OR=.94).
This suggests that while users involved in conflict take longer to
explain themselves in the beginning of a conversation, they respond
to each other more quickly as the conversation intensifies.

Personal vs. Group Orientation (H5). To study whether group-
oriented language was more common in conflict conversations,
we examined the use of first person plural and third person plu-
ral pronouns. These were used less in the conflict conversations
(OR=.95 and .90 respectively), which is inconsistent with our initial
hypothesis and suggests that conflict conversations are less likely
than non-conflict ones to involve in-group/out-group talk. Instead,
conflict conversations have a much larger usage of second-person
singular (“you”) pronouns (OR=1.54) and their use increases over
the course of the conversation much more rapidly in the conflict
conversations (OR=1.36), as shown in Figure 4c. In contrast, con-
flict conversations have fewer first-person singular (“I” or “me”)
pronouns (OR=.87) at a rate that doesn’t change over the conversa-
tion (OR=1.03), suggesting the participants are focused on others
and not on themselves [8]. In addition to differences in the use of
pronouns reflecting group-oriented versus interpersonal language,
conflict conversations involved fewer participants overall (unique
commenters OR=.76). Together these results suggest conflict con-
versations tend to be personal rather than group oriented and their
personal nature increases over time. These conclusions are illus-
trated in Figure 1b, where by the end, the conflict commenter singles
out User 1 with personal attacks like “are you stupid” and User 1
retaliates with "You’re so insecure”.

It is worth noting that the odds ratios differ for some variables
when comparing the average and slope columns in H4 and H5,
especially for gender and user motifs. This is a statistical artifact
due to weak correlations (<0.15 Pearson correlation) between these
features and average anger emotion.

6 CONCLUSION
Discussion. In this paper, we analyzed the emergence of online

conflicts in group conversations on Facebook. Figure 6 in the ap-
pendix shows the results from Table 2’s H5 slope model, visualizing
the relative importance of each predictor variable. The user find-
ings indicate that some users, for example men, are predisposed
towards conflict before the conversation even started. Additionally,
conflict commenters are typically not well-integrated into their
groups. Our study of conflict evolution shows conflicts become
more personal and focused on the other individuals (e.g., increase
in singular “you” pronouns) over the course of the conversation
and become more heated (e.g., increases in angry language and
speed of replies). Together, these results suggest that people in a
conflict conversation have weaker ties to the group [40] and a lack
of harmony and empathy [8], which may lead to conversations in
which people attack each other personally.

Since many of the features examined in our analysis are not
specific to Facebook, our methodology can be generalized to non-
Facebook related environments (e.g., Reddit & Twitter). Specifi-
cally, the analysis of conversational dynamics, pre-existing (H1)

and group connection (H3) features are available on other platforms
as well. Although our study investigates only online conflicts, we
hypothesize that specific findings, such as the importance of change
in anger within the conversation, may generalize across online and
offline conversations. To the extent to which the nature and evo-
lution of conflicts in offline and online groups are similar, because
of the fine-grained, archival nature of the data, the study of online
conflict may lead to insights that cannot be gained from studying
offline ones. However, online conflicts may differ from offline ones
because of the large size and fluid nature of online groups, the
likelihood of communication among strangers, and the relatively
public nature of online group communication.

The study of online conflicts is also practically important, in
guiding the improvement of social media technologies to better
adapt to the unique aspects of online interactions. This type of re-
search could lead to the creation of better conflict detection tools to
identify conflicts as they emerge rather than after they have already
occurred. Such tools can enable administrators and moderators of
groups to be notified of an emerging conflict earlier and to get
involved to mediate the conversation before it erupts or to warn
participants in emerging conflicts to cool down.6 Early conflict
detection, by examining participants’ pre-conversation behavior
and early conversational dynamics, can also enable automated no-
tifications for users involved in the conversation, warning them
before responding to an escalating conflict and reminding them to
respond empathetically.

Limitations. A limitation when studying pronoun usage is the
various ways to express specific pronouns, such as “ya” for “you”
and “y’all” to indicate a plural version of “you”. Instead, we only
study the Standard American English versions of these pronouns.
Additionally, our decision to create paired conflict/non-conflict sam-
ples to control for the post’s and group’s content prevents us from
examining differences in the topic of these conversations. Despite
the matching, there is a possibility that topics in the paired conver-
sation threads may drift, introducing content-based influences.

Next Steps. Some of the limitations described above can serve as
a stepping stone for future research. For example, one can move
beyond exclusively relying on pronouns to identify identity-based
conversations, and use other metrics such as demographic-type
keywords within the conversation [41]. Additionally, studying the
specific thread’s topic can aid in recognizing whether conversations
evolve to a different topic over time [2]. Although we examined the
number of participants and how language changed over the course
of a conversation, we have not examined other aspects of group
dynamics, such as new participants joining the conversation after
it has started and the influence of coalition formation, e.g., [25].
Furthermore, we examine negative emotions and hate speech, but
not the influence of positive types of conversational language, such
as politeness and agreeability [4, 45]. Perhaps what is needed most
is a richer theoretical understanding of the social psychology of
conflict, such as exploratory work byWeingart et al. [44], which can
serve as a framework on which to scaffold the types of empirical
understanding available from studying online conflict.

6See https://www.theverge.com/2021/10/6/22713211/twitter-pre-tweet-prompt-fight-
intense-conversation.
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Figure 5: Visualization of the conflict comment reporting tool available within Facebook groups. Only group members are
allowed to report comments to the group admins.

Figure 6: Visualization of odds ratios for each feature from the H5 slope model, where an odds ratio > 1 is positively associated
with conflict and odds ratio < 1 is positively associated with non-conflict.
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Table 3: Mean, median, and standard deviation for each feature in the model before data transformation and the com-
ment/conversation lengths. Statistics are separated by conflict and non-conflict samples.

Variable Mean Median Standard Deviation
Conflict Non-Conflict Conflict Non-Conflict Conflict Non-Conflict

Age 41.570 42.122 39.000 40.000 15.066 15.2481
Gender(% Male) 46.45 34.81 N/A N/A N/A N/A
FB Age(months) 118.457 127.265 141.900 147.233 54.222 50.237
Friend Count 627.606 659.820 355.0 403.0 817.862 814.331
28-day Activity 27.452 27.672 28.000 28.000 2.517 1.868
Love (Motif) 467.0394 520.191 97.000 127.000 4188.598 2127.702
Like (Motif) 7389.856 8328.671 1344.0 1409.0 80283.648 85743.442
Support (Motif) 71.765 92.203 15.0 20.0 697.769 458.485
Sorry (Motif) 43.966 49.629 6.000 8.000 550.891 291.575
Wow (Motif) 48.268 52.701 12.0 13.0 375.994 196.294
Anger (Motif) 59.47 50.623 4.000 3.000 675.640 559.039
Haha (Motif) 1812.686 1729.279 269.0 245.0 19643.840 11898.444
# of Comments 23.556 34.374 7.000 9.000 62.826 95.836
# of Likes 19.351 32.792 6.000 3.000 73.393 108.912
# of Reactions 11.574 20.167 2.000 3.000 45.971 78.209
# of Posts 0.709 1.993 0.000 0.000 4.728 22.983
Group Membership Length(months) 12.656 14.166 5.332 6.303 18.182 19.262
Anger Average (Emotion) 0.540 0.436 0.542 0.428 0.181 0.209
Anger Slope (Emotion) 0.0287 -0.016 0.026 -0.0138 0.181 0.181
Hate Speech Average 0.108 0.092 0.078 0.064 0.086 0.079
Hate Speech Slope 0.002 0.000 0.000 0.000 0.087 0.080
Inter-reply Rate Average (hours) 1.32 1.12 0.35 0.31 2.51 2.20
Inter-reply Rate Ratio 3.841 5.332 0.468 0.611 33.068 31.845
First Singular Average(Pronoun) 0.640 0.718 0.428 0.500 0.723 0.840
First Singular Slope(Pronoun) 0.113 0.050 0.000 0.000 0.755 0.820
First Plural Average(Pronoun) 0.127 0.146 0.000 0.000 0.279 0.326
First Plural Slope(Pronoun) -0.008 -0.009 0.000 0.000 0.304 0.343
Second Singular Average(Pronoun) 0.494 0.279 0.333 0.000 0.552 0.423
Second Singular Slope(Pronoun) 0.322 0.163 0.000 0.000 0.607 0.456
Second Plural Average(Pronoun) 0.164 0.150 0.000 0.000 0.325 0.328
Second Plural Slope(Pronoun) -0.144 -0.162 0.000 0.000 0.399 0.436
Third Singular Average(Pronoun) 0.260 0.283 0.000 0.000 0.572 0.655
Third Singular Slope(Pronoun) -0.010 -0.023 0.000 0.000 0.528 0.572
Third Plural Average(Pronoun) 0.246 0.273 0.000 0.000 0.411 0.464
Third Plural Slope(Pronoun) -0.028 -0.009 0.000 0.000 0.423 0.461
# Unique Commenters/Conversation 0.521 0.576 0.500 0.500 0.181 0.173
Comment Length (words) 31.636 28.588 21.000 19.000 32.645 30.691
Conversation Length (comments) 5.864 4.844 5.000 4.000 2.492 1.618
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