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#### Abstract

Ridge Rider ( RR ) is an algorithm for finding diverse solutions to optimization problems by following eigenvectors of the Hessian ("ridges"). RR is designed for conservative gradient systems (i.e. settings involving a single loss function), where it branches at saddles - the only relevant bifurcation points. We generalize this idea to non-conservative, multi-agent gradient systems by identifying new types of bifurcation points and proposing a method to follow eigenvectors with complex eigenvalues. We give theoretical motivation for our method - denoted Game Ridge Rider (GRR) - by leveraging machinery from the field of dynamical systems. Finally, we empirically motivate our method by constructing novel toy problems where we can visualize new phenomena and by finding diverse solutions in the iterated prisoners' dilemma, where existing methods often converge to a single solution mode.


## 1. Introduction

In machine learning, optimizing non-convex losses to local minima is critical in a variety of applications. Often, being able to select a specific type of minimum is important such as for policy optimization [1] or to avoid non-transferable features in supervised learning $[2,3]$.

However, an increasing number of applications require learning in games, generalizing single objective optimization to settings where each agent controls a different subset of parameters to optimize their own objective. Some examples are GANs [4, 5], actor-critic models [5], curriculum learning [6-9], hyperparameter optimization [10-15], adversarial examples [16, 17], learning models [18-20], domain adversarial adaptation [21], neural architecture search [22-26], multi-agent settings [27] and meta-learning [28-30].

There are two major challenges with learning in games: first, the learning dynamics can be unstable due to the nonstationarity induced by simultaneously learning agents, e.g. resulting in cycling dynamics rather than convergence. Second, different equilibria can result in vastly different rewards for the different agents. For example, in the iterated prisoners' dilemma (Sec. 4.1), finding solutions that favor cooperation vs selfishness result in higher return for all agents; or in Hanabi, finding solutions that do not arbitrarily break

[^0]symmetries results in better coordination with humans [31].
Recently, Ridge Rider (RR [32]) provided a general method for finding diverse solutions in single objective optimization, by following eigenvectors of the Hessian with negative eigenvalues. We generalize RR to multi-agent settings, each optimizing their own objective. The relevant generalization of the Hessian - the game Hessian - is not symmetric and thus, in general, has complex eigenvalues (EVals) and eigenvectors (EVecs). This leads to new types of bifurcation points, where small changes in initial parameters lead to very different optimization outcomes.

Our method, Game Ridge Rider (GRR) branches from these novel bifurcation points along the (complex) EVecs to discover diverse solutions in these settings.


Figure 1. We visualize the Game Ridge Rider (GRR) algorithm when branching at different types of bifurcations. We have two eigenvectors and can branch in opposite directions, so we have four paths displayed in different colors. Steps with the eigenvector have magenta boundaries. Top: For the small Iterated Prisoner's Dilemma (IPD) finding then branching at the max entropy saddle allows us to find defect-defect and tit-for-tat solutions. Bottom: For the mixed problem of small IPD and matching pennies, branching at the Hopf bifurcation allows us to find both solutions.

## 2. Background

Appendix Table 2 summarizes our notation. Consider the minimization problem:

$$
\begin{equation*}
\boldsymbol{\theta}^{*}:=\arg \min _{\boldsymbol{\theta}} \mathcal{L}(\boldsymbol{\theta}) \tag{1}
\end{equation*}
$$

We denote the gradient of the loss at parameters $\boldsymbol{\theta}^{j}$ by $\boldsymbol{g}^{j}:=\boldsymbol{g}\left(\boldsymbol{\theta}^{j}\right):=\left.\nabla_{\boldsymbol{\theta}} \mathcal{L}(\boldsymbol{\theta})\right|_{\boldsymbol{\theta}^{j}}$. We can locally minimize the loss $\mathcal{L}$ using (stochastic) gradient descent with step size $\alpha$.

$$
\begin{equation*}
\boldsymbol{\theta}^{j+1}=\boldsymbol{\theta}^{j}-\alpha \boldsymbol{g}^{j} \tag{SGD}
\end{equation*}
$$

Due to the potentially non-convex nature of $\mathcal{L}$, multiple solutions can exist and simply following the gradient will not explore the parameter space.

### 2.1. Ridge Rider

Ridge Rider (RR) [32] finds diverse solutions in gradient systems for single-objective minimization. RR first finds a saddle point, and then branches the optimization procedure following different directions (or "ridges") given by the EVecs of the Hessian $\mathcal{H}=\nabla_{\boldsymbol{\theta}} \boldsymbol{g}=\nabla_{\boldsymbol{\theta}}\left(\nabla_{\boldsymbol{\theta}} \mathcal{L}\right)$. Full computation of $\mathcal{H}$-and its EVecs and EVals-is often prohibitively expensive; however, we can efficiently access a subset of the eigenspaces in libraries with efficient Hessianvector products $\mathcal{H} \boldsymbol{v}=\nabla_{\boldsymbol{\theta}}\left(\left(\nabla_{\boldsymbol{\theta}} \mathcal{L}\right) \boldsymbol{v}\right)$ [33-36]. Algorithm 1 summarizes the RR method.

### 2.2. Optimization in Games

Instead of simply optimizing a single loss, optimization in games involves multiple agents each with a loss functions that potentially depend on other agents. Examples include multiplayer games (e.g. Go [37, 38] and Hanabi [39]), iterated prisoners' dilemma (IPD) [40, 41] and generative adversarial networks (GANs) [4]. For simplicity, we look at 2-player games with players denoted by $A$ and $B$. Each player wants to minimize their loss $\mathcal{L}_{A}, \mathcal{L}_{B}$ with their parameters $\boldsymbol{\theta}_{A} \in \mathbb{R}^{d_{A}}, \boldsymbol{\theta}_{B} \in \mathbb{R}^{d_{B}}$.

$$
\begin{align*}
& \boldsymbol{\theta}_{A}^{*} \in \arg \min _{\boldsymbol{\theta}_{A}} \mathcal{L}_{A}\left(\boldsymbol{\theta}_{A}, \boldsymbol{\theta}_{B}^{*}\right), \boldsymbol{\theta}_{B}^{*} \in \arg \min _{\boldsymbol{\theta}_{B}} \mathcal{L}_{B}\left(\boldsymbol{\theta}_{A}^{*}, \boldsymbol{\theta}_{B}\right)  \tag{2}\\
& \Longleftrightarrow \boldsymbol{\theta}_{A}^{*} \in \arg \min _{\boldsymbol{\theta}_{A}} \mathcal{L}_{A}^{*}\left(\boldsymbol{\theta}_{A}\right), \boldsymbol{\theta}_{B}^{*} \in \arg \min _{\boldsymbol{\theta}_{B}} \mathcal{L}_{B}^{*}\left(\boldsymbol{\theta}_{B}\right) \tag{3}
\end{align*}
$$

If $\mathcal{L}_{B}$ and $\mathcal{L}_{A}$ are differentiable in $\boldsymbol{\theta}_{B}$ and $\boldsymbol{\theta}_{A}$ we say the game is differentiable. Unfortunately, for a player to do gradient based optimization of their objective we must compute $d \mathcal{L}_{B}^{*} / d \boldsymbol{\theta}_{B}$ which often requires $d \boldsymbol{\theta}_{A}^{*} / d \boldsymbol{\theta}_{B}$, but $\boldsymbol{\theta}_{A}^{*}\left(\boldsymbol{\theta}_{B}\right)$ and its Jacobian are typically intractable. There are various algorithms to try to find solutions like Eq. 2, often efficiently approximating $d \boldsymbol{\theta}_{A}^{*} / d \boldsymbol{\theta}_{B}$ with a method rely on efficient Jacobian-vector products. We overview these in our related work (Appendix A).

One of the most straightforward optimization methods is to find local solutions with simultaneous SGD (SimSGD). This does not take into account $d \boldsymbol{\theta}_{A}^{*} / d \boldsymbol{\theta}_{B}$ and often fails to converge. Here, $\boldsymbol{g}_{A}^{j}:=\boldsymbol{g}_{A}\left(\boldsymbol{\theta}_{A}^{j}, \boldsymbol{\theta}_{B}^{j}\right)$ and $\boldsymbol{g}_{B}^{j}:=\boldsymbol{g}_{B}\left(\boldsymbol{\theta}_{A}^{j}, \boldsymbol{\theta}_{B}^{j}\right)$ are estimators for $\left.\nabla_{\boldsymbol{\theta}_{A}} \mathcal{L}_{A}\right|_{\boldsymbol{\theta}_{A}^{j}, \boldsymbol{\theta}_{B}^{j}}$ and $\left.\nabla_{\boldsymbol{\theta}_{B}} \mathcal{L}_{B}\right|_{\boldsymbol{\theta}_{A}^{j}, \boldsymbol{\theta}_{B}^{j}}$ :

$$
\boldsymbol{\theta}_{A}^{j+1}=\boldsymbol{\theta}_{A}^{j}-\alpha \boldsymbol{g}_{A}^{j}, \quad \boldsymbol{\theta}_{B}^{j+1}=\boldsymbol{\theta}_{B}^{j}-\alpha \boldsymbol{g}_{B}^{j} \quad(\text { SimSGD })
$$

We simplify notation by using the concatenation of all players parameters (or joint-parameters) $\boldsymbol{\omega}:=\left[\boldsymbol{\theta}_{A}, \boldsymbol{\theta}_{B}\right] \in \mathbb{R}^{d}$ and the joint-gradient vector field $\hat{\boldsymbol{g}}: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$, which at the $j^{\text {th }}$ iteration is denoted:

$$
\begin{equation*}
\hat{\boldsymbol{g}}^{j}:=\hat{\boldsymbol{g}}\left(\boldsymbol{\omega}^{j}\right):=\left[\boldsymbol{g}_{A}\left(\boldsymbol{\omega}^{j}\right), \boldsymbol{g}_{B}\left(\boldsymbol{\omega}^{j}\right)\right]=\left[\boldsymbol{g}_{A}^{j}, \boldsymbol{g}_{B}^{j}\right] \tag{4}
\end{equation*}
$$

We can write the next iterate in (SimSGD) with a fixed-point operator $\boldsymbol{F}_{\alpha}$ :

$$
\begin{equation*}
\boldsymbol{\omega}^{j+1}=\boldsymbol{F}_{\alpha}\left(\boldsymbol{\omega}^{j}\right)=\boldsymbol{\omega}^{j}-\alpha \hat{\boldsymbol{g}}^{j} \tag{5}
\end{equation*}
$$

The Jacobian of the fixed point operator $\boldsymbol{F}_{\alpha}$ is useful for analysis, including bounding convergence rates near fixed points and finding points where local changes to parameters may cause convergence to qualitatively different solutions. The fixed point operator's Jacobian crucially depends on the Jacobian of our update $\hat{\boldsymbol{g}}$. When our update is the gradient, we call this the game Hessian because it generalizes the Hessian:

$$
\begin{gather*}
\hat{\mathcal{H}}:=\nabla_{\boldsymbol{\omega}} \hat{\boldsymbol{g}}=\left[\begin{array}{cc}
\nabla_{\boldsymbol{\theta}_{A}}^{2} \mathcal{L}_{A} & \nabla_{\boldsymbol{\theta}_{A}} \nabla_{\boldsymbol{\theta}_{B}} \mathcal{L}_{A} \\
\nabla_{\boldsymbol{\theta}_{B}} \nabla_{\boldsymbol{\theta}_{A}} \mathcal{L}_{B}^{\top} & \nabla_{\boldsymbol{\theta}_{B}}^{2} \mathcal{L}_{B}
\end{array}\right]  \tag{6}\\
\nabla_{\boldsymbol{\omega}} \boldsymbol{F}_{\alpha}(\boldsymbol{\omega})=\boldsymbol{I}-\alpha \hat{\mathcal{H}} \tag{7}
\end{gather*}
$$

For single-objective optimization $\hat{\mathcal{H}}$ is the Hessian of the loss, which is symmetric and has real EVals yielding parameter updates which form a conservative gradient vector field. However, in games with multiple objectives, $\hat{\mathcal{H}}$ is not symmetric and can have complex Evals, resulting in updates which form a non-conservative vector field.

### 2.3. Local Bifurcations and Separatrices

The goal of RR was to obtain a method for finding diverse solutions in minimization. There are multiple ways to try to find solutions with RR, but we focus on finding separatrices -i.e., boundaries between phase space regions with different dynamical behavior. Crossing such boundaries leads to different solutions under our updates flow-and branching over these boundaries. Such a behavior of crossing regions and changing behavior is in fact a local bifurcations and a qualitative change in the behavior of the solutions.

When applying RR in conservative gradient systems, saddle points and their EVecs play a key role in the shape of the phase portraits, which are a geometrical representation of the underlying dynamics. The negative EVecs often align with unstable manifolds that are orthogonal to our separatrices [42], thus giving directions in which we can perturb to find different solutions (Lemma 14.3 [43]). However, in non-conservative systems there are a variety of other local bifurcations [44] besides saddle points [45]. For example, by Thm. 11.2 of [43] if all EVals of have negative real part, except a conjugate non-zero pair of purely imaginary EVals, then a Hopf bifurcation occurs when changing the parameters causing the pair to cross the imaginary axis. A Hopf bifurcation is a critical point where the stability of a system switches resulting in a periodic solution.

## 3. Our Method: Game Ridge Rider (GRR)

In this section we introduce Game Ridge Rider (GRR), a generalization of Game Ridge Rider for learning in games. RR is not immediately applicable to complex EVals of the Hessian, because we would need to follow the complex EVecs, resulting in complex weights, and we may need to branch at points besides saddles. When the Hessian has real EVals, GRR is equivalent to RR.
Consider the framework for the RR method in Alg 1. We modify the components of GetRidges and EndRide, along with a proposed starting saddle. We also add a method for running different optimizers after branching with Evecs.

GetRidges finds which EVals and EVecs we should explore from a given branching point. The EVecs of a matrix are not unique in-general, and may have complex entries for complex EVals. We only want real-valued updates when following our EVecs, so we select the choices with largest real part and norm one-this is the default in PyTorch [35]. For a conjugate pair of complex EVals, this selection of EVecs corresponds to spanning the (real-valued) plane that we would rotate in under repeated matrix multiplication of the EVec. This also specifies the order in which we explore the EVals, which we set to be the most negative EVals first. Note that we can explore in opposite directions along each negative EVec.

EndRide is a heuristic that determines how long we follow an EVec. We experiment with stopping after a single step and stopping when the real part of the EVal goes from negative to zero. If we have noisy EVecs estimates, or we are not exactly at a separatrix, we may need to take multiple steps to find different solutions. We can attempt to find Hopf bifurcations by ending and branching when a complex EVals crosses the imaginary axis.

Optimize is a method which runs an optimization procedure. In this work we explore following gradients SimSGD or LOLA [27] with user specified optimization parameters.
Starting location ( $\left.\omega^{\text {Saddle }}\right)$ We start our method at some some $\boldsymbol{\omega}^{\text {Saddle }}=\arg \min _{\boldsymbol{\omega}}|\hat{\boldsymbol{g}}|$. There are often multiple saddles we can begin at, so for multi-agent Tabular RL - like the IPD - we heuristically begin at the maximum entropy saddle $\arg \min _{\boldsymbol{\omega}}|\hat{\boldsymbol{g}}|-\beta H\left(\pi_{\boldsymbol{\omega}}(\boldsymbol{a})\right), \beta>0$ as in [32].
The other components of ChooseFromArchive and UpdateRidge we did not change, but summarize below. See RR [32] for more details on their implementations.

ChooseFromArchive gives a search order on optimization branches - ex., BFS or DFS - by outputting an index to search and the updated archive of optimization branches.
UpdateRidge updates the currently followed EVec which potentially changed due to the optimization step.

```
Algorithm 1 Game Ridge Rider (GRR)-red modifications
    Input: \(\boldsymbol{\omega}^{\text {Saddle }}, \alpha\), ChooseFromArchive, GetRidges,
            EndRide, Optimize, UpdateRidge
    \(\mathcal{A}=\operatorname{GetRidges}\left(\omega^{\text {Saddle }}\right) \quad\) \# Init. Archive
    while Archive \(\mathcal{A}\) non-empty do
        \(j, \mathcal{A}=\) ChooseFromArchive \((\mathcal{A})\)
        \(\left(\boldsymbol{\omega}^{j}, e_{j}, \lambda_{j}\right)=\mathcal{A}_{j}\)
        while EndRide( \(\left.\boldsymbol{\omega}^{j}, e_{j}, \lambda_{j}\right)\) not True do
            \(\boldsymbol{\omega}^{i} \leftarrow \boldsymbol{\omega}^{j}-\alpha e_{j} \quad\) \# Step along the ridge \(e_{j}\)
            \(e_{j}, \lambda_{j}=\operatorname{UpdateRidge}\left(\boldsymbol{\omega}^{j}, e_{j}, \lambda_{j}\right)\)
            \(\boldsymbol{\omega}^{j}=\) Optimize \(\left(\boldsymbol{\omega}^{j}\right)\)
            \(\mathcal{A}=\mathcal{A} \cup \operatorname{GetRidges}\left(\boldsymbol{\omega}^{j}\right)\) \# Add new ridges
```


## 4. Experiments

We investigate using Game Ridge Rider on multi-agent learning problems. First, we make a range of twodimensional games, allowing us to qualitatively study new phenomena that occur in multi-agent settings. Next, we look at a higher dimensional experiment of learning strategies in the iterated prisoners' dilemma (IPD). Our method is able to find a diverse set of solutions improving on baselines.

### 4.1. Test Problems

Our test problems described in full detail in Appendix Section B. 1 and summarized here. We visualize the strategy space for 2-parameter problems in Appendix Fig. 3.
Iterated Prisoners' Dilemma (IPD): This game is an infinite sequence of the Prisoner's Dilemma, where the future payoff is discounted by a factor $\gamma \in[0,1)$. Each agent is conditioned on the actions in the prior state, so there are 5 parameters for each agent - i.e., the probability of cooperating at start state or given both agents preceding actions. We interested in two Nash equilibria: Defect-Defect (DD) where agents are selfish (giving a poor reward), and tit-fortat (TT) where agents initially cooperate, then copy the opponents action (giving a higher reward).
Small IPD: A is a 2-parameter simplification of IPD, which allows DD and TT Nash equilibria. This game allows us to visualize some of the optimization difficulties for the full-scale IPD, however, the game Hessian has strictly real EVals unlike the full-scale IPD.

Matching Pennies: This is a simplified 2-parameter version of rock-paper scissors. The first player wins if they select the same, while the second player wins if they select different. This game has a Nash equilibrium where each player selects their action with uniform probability. This problem's game Hessian has purely imaginary EVals unlike the small IPD, but only has a single solution and thus is a poor fit for evaluating RR which finds diversity of solutions.
Mixing Small IPD and Matching Pennies: This game interpolates between the Small IPD and matching pennies games with an interpolation factor $\tau \in[0,1]$. If $\tau=.25$
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|  | Player 1 Loss | Player 1 Strategy Distribution, $[\mathrm{min}, \max ]$ |  |  |  |  |
| :--- | :---: | :--- | :--- | :--- | :--- | :--- |
| Search Strategy | $\mathcal{L}[\min , \max ]$ | $C_{0}$ | $C \mid C C$ | $C \mid C D$ | $C \mid D C$ | $C \mid D D$ |
| Max Entropy Saddle | $[1.000,2.000]$ | $[.001, .999]$ | $[.041, .999]$ | $[.004,0.874]$ | $[.000,0.912]$ | $[.000, .013]$ |
| 20 Random init + grad. | $[1.997,1.998]$ | $[.043, .194]$ | $[.142, .480]$ | $[.041, .143]$ | $[.055, .134]$ | $[.001, .001]$ |
| 20 Random init + LOLA | $[1.000,1.396]$ | $[.000,1.00]$ | $[.093,1.00]$ | $[.000, .966]$ | $[.057,1.00]$ | $[.000, .947]$ |
| 1 Random init + branch | $[2.000,2.000]$ | $[.001, .001]$ | $[.027, .027]$ | $[.003, .003]$ | $[.008, .008]$ | $[.000, .000]$ |

Table 1. We compare strategies for finding diverse solutions in the iterated prisoner's dilemma (IPD). The IPD has two solution modes - i.e., solutions where both agents end up defecting with a loss of 2 and where both agents end up cooperating with a loss of 1 (like tit-for-tat). We compare just following gradients with SimSGD and LOLA [27] with random (init)ializations. We look at the impact of starting at a saddle, by branching on the EVecs at a random init. Takeaway: Our method finds solutions at both loss modes. Random inits then following the gradient or using LOLA does not find diverse solutions - the gradient often defects, while LOLA often cooperates. If we are not at a stationary point like a saddle, then branching likely does not affect where we converge to.
problem has two solutions - one where both players cooperate and one where both players select actions uniformly, with a Hopf bifurcation separating these.

### 4.2. Baseline Methods on Toy Problems

Fig. 2 we shows the phase portrait for baseline methods on our mixed problem - i.e, the mixture of small IPD and matching pennies with $\tau=.25$.


Figure 2. This shows the phase portrait for two standard optimization algorithms on the mixed small IPD and Matching pennies problem. Following the gradient is shown in red, while LOLA - a method for learning in games - is shown in blue. Following the gradient only finds the solution in the top right, because the center solution has imaginary EVals. LOLA [27] can find either solution. Takeaway: The mixture game has a range of phenomena, including a imaginary EVal solution, a real EVal solution and a Hopf bifurcation. We may want to use a method for learning in games, so we can robustly converge to different solutions.

### 4.3. Visualizing the Spectrum on Toy Problems

In Appendix Fig. 5, we visualize the spectrum with the mixed objective to see where stationary points are, which stationary points are solutions, how desirable solutions are for the players, and where the bifurcation occurs.

### 4.4. Visualizing the Spectrum on the full IPD

Appendix Fig. 4 shows the spectrum on optimization trajectories for the IPD. During training, complex EVals cross the
imaginary axis and the final stationary point has positive a\& negative real EVals and complex EVals. Takeaway: While optimizing the IPD, we have multiple bifurcation candidates and thus multiple potential branching points for GRR.

### 4.5. Game Ridge Rider (GRR) on Toy Problems

In Figure 1 we use our method to find diverse solutions on toy problems with different types of bifurcations. The small IPD has a saddle bifurcation, while the mixed problem has a Hopf bifurcation. The mixture has a solution with imaginary EVals, which is unstable when following the gradient - see Figure 2 - so we use LOLA after branching. Takeaway: By branching our optimization at a bifurcation and using a method for learning in games, we can find all solutions in both toy problems from a single starting point.

### 4.6. Game Ridge Rider on the IPD

Here, we use our method on the IPD which is a larger scale problem where existing methods have difficulty finding diverse solutions. IPD has two solution modes: ones where both agents end up defecting and cooperating respectively. Table 4 compares our method to following gradients and LOLA each run with random initializations. We also investigate the importance of starting at the max entropy saddle. Takeaway: Our method finds solutions at both loss modes by branching at the top few EVecs, where baseline methods failed to find diverse solutions. Starting at an approximate saddle is critical for our branching to find different solutions.

## 5. Conclusion

In this paper we introduced Game Ridge Rider, an extension of the Ridge Rider algorithm to settings with multiple losses. We showed that in these settings a broader class of bifurcation points needs to be considered and that GRR can indeed discover them in a number of settings. Furthermore, our experimental results showed that GRR obtains a diversity of qualitatively different solutions in multi-agent settings such as iterated prisoner's dilemma. We also provide some theoretical justification for our method by using tools from the dynamical systems literature. Prior work had failed to explore the connection between saddle points in the RR algorithm and the bifurcation points in dynamical systems.
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## A. Related Work

Diversity in machine learning: Finding diverse solutions is often desirable in machine learning, for example improving performance for model ensembles [46], with canonical approaches directly optimizing for negative correlation amongst model predictions [47]. In recent times these ideas have begun to re-emerge, improving ensemble performance [48-50], robustness [51, 1] and boosting exploration in reinforcement learning [52-55].

Many of these approaches seek to find diverse solutions by following gradients of an altered, typically multi-objective loss function. By contrast, the recent Ridge Rider (RR, [32]) algorithm searches for diverse solutions by following EVecs of the Hessian with respect to the original loss function, producing orthogonal (loss reducing) search directions.

Finding solutions in games: There are first-order methods for finding solutions in games including extragradient [56, 57], optimistic gradient [58, 59], negative momentum [60], complex momentum [61], and iterate averaging [62]. There are also higher-order methods like consensus optimization [63], symplectic gradient adjustment (SGA) [64], local symplectic surgery (LSS) [65], competitive gradient descent (CGD) [66].

Diversity in multi-agent RL In recent times a series of works have explore the benefit of diversity in both competitive $[8,67,68]$ and cooperative $[69,70]$ multi-agent RL. However, once again these approaches all consider augmented loss functions. Instead, we take inspiration from RR and extend it to the multi-agent setting.

## B. Experiment Details

## B.1. Test Problems

Iterated Prisoners' Dilemma (IPD): This game is an infinite sequence of the Prisoner's Dilemma, where the future payoff is discounted by a factor $\gamma \in[0,1)$. Each agent is conditioned on the actions in the prior state $(s)$. Thus, there are 5 parameters for each agent $i: P^{i}(C \mid s)$ the probability of cooperating at start state $s_{0}=\emptyset$ or state $s_{t}=\left(a_{t-1}^{1}, a_{t-1}^{2}\right)$ for $t>0$. There are two Nash equilibria which we interested in: Defect-Defect (DD) where agents are selfish (resulting in poor reward), and tit-for-tat (TT) where agents initially cooperate, then copy the opponents action (resulting in higher reward).

Small IPD: This is a 2-parameter simplification of IPD, which allows DD and TT Nash equilibria. We fix the strategy if our opponent defects, to defect with high probability. We also constrain the probability of cooperating to only depend on if the opponent cooperates, and in the initial state we assume our opponent cooperated. This game allows us to visualize some of the optimization difficulties for the full-
scale IPD, however, the game hessian has strictly real EVals unlike the full-scale IPD. See Fig 2, top for a visualization of the strategy space.
Matching Pennies: This is a simplified 2-parameter version of rock-paper scissors, where each players selects Cooperate or Defect. This game has a Nash equilibrium where each player selects their action with uniform probability. Notably, this problem's game Hessian has purely imaginary EVals so following the gradient does not converge to solutions and we need a method for learning in games like LOLA. Also, this game only has a single solution thus is a poor fit for evaluating RR which finds diversity of solutions. See Fig 2, bottom for a visualization of the strategy space.

Mixing Small IPD and Matching Pennies: This game interpolates between the Small IPD and matching pennies games with the loss for player $i, \mathcal{L}_{m i x, P_{i}, \tau}=$ $\tau \mathcal{L}_{\text {smallIPD }, P_{i}}+(1-\tau) \mathcal{L}_{\text {matchingPennies }, P_{i}}$. This problem has two solutions - one where both players cooperate, and one where both players select actions uniformly. The uniform action solution has imaginary EVals, so it is only stable under a method for learning in games, while the both cooperate solution has real EVals. There is a Hopf bifurcation separating these solutions. See Fig 2 for standard methods on this problem and Appendix Fig. 3 to contrast this problem with Small IPD or Matching Pennies. See Appendix Fig 5 to visualize the eigenstructure on this problem.

Table 2. Notation

| RR | Ridge Rider [32] |
| :---: | :---: |
| IPD | Iterated Prisoners' Dilemma |
| GAN | Generative Adversarial Network [4] |
| LOLA | Learning with opponent learning awareness [27] |
| EVec, EVal | Shorthand for Eigenvector or Eigenvalue |
| SGD | Stochastic Gradient Descent |
| SimSGD | Simultaneous SGD |
| := | Defined to be equal to |
| $x, y, z, \cdots \in \mathbb{C}$ | Scalars |
| $\boldsymbol{x}, \boldsymbol{y}, \boldsymbol{z}, \cdots \in \mathbb{C}^{n}$ | Vectors |
| $\boldsymbol{X}, \boldsymbol{Y}, \boldsymbol{Z}, \cdots \in \mathbb{C}^{n \times n}$ | Matrices |
| $\boldsymbol{X}^{\top}$ | The transpose of matrix $\boldsymbol{X}$ |
| $I$ | The identity matrix |
| $\Re(z), \Im(z)$ | The real or imaginary component of $z \in \mathbb{C}$ |
| $i$ | The imaginary unit. $z \in \mathbb{C} \Longrightarrow z=\Re(z)+i \Im(z)$ |
| $\bar{z}$ | The complex conjugate of $z \in \mathbb{C}$ |
| $\|z\|:=\sqrt{z \bar{z}}$ | The magnitude or modulus of $z \in \mathbb{C}$ |
| $\arg (z)$ | The argument or phase of $z \in \mathbb{C} \Longrightarrow z=\|z\| \exp (i \arg (z))$ |
| $A, B$ | A symbol for the outer/inner players |
| $d_{A}, d_{B} \in \mathbb{N}$ | The number of weights for the outer/inner players |
| $\boldsymbol{\theta}$ | A symbol for the parameters or weights of a player |
| $\boldsymbol{\theta}_{A} \in \mathbb{R}^{d_{A}}, \boldsymbol{\theta}_{B} \in \mathbb{R}^{d_{B}}$ | The outer/inner parameters or weights |
| $\mathcal{L}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ | A symbol for a loss |
| $\mathcal{L}_{A}\left(\boldsymbol{\theta}_{A}, \boldsymbol{\theta}_{B}\right), \mathcal{L}_{B}\left(\boldsymbol{\theta}_{A}, \boldsymbol{\theta}_{B}\right)$ | The outer/inner losses - $\mathbb{R}^{d_{A}+d_{B}} \mapsto \mathbb{R}$ |
| $\boldsymbol{g}_{A}\left(\boldsymbol{\theta}_{A}, \boldsymbol{\theta}_{B}\right), \boldsymbol{g}_{B}\left(\boldsymbol{\theta}_{A}, \boldsymbol{\theta}_{B}\right)$ | Gradient of outer/inner losses w.r.t. their weights in $\mathbb{R}^{d_{A} / d_{B}}$ |
| $\boldsymbol{\theta}_{B}^{*}\left(\boldsymbol{\theta}_{A}\right):=\underset{\boldsymbol{\theta}_{B}}{\arg \min } \mathcal{L}_{B}\left(\boldsymbol{\theta}_{A}, \boldsymbol{\theta}_{B}\right)$ | The best-response of the inner player to the outer player |
| $\mathcal{L}_{A}^{*}\left(\boldsymbol{\theta}_{A}\right):=\mathcal{L}_{A}\left(\boldsymbol{\theta}_{A}, \boldsymbol{\theta}_{B}^{*}\left(\boldsymbol{\theta}_{A}\right)\right)$ | The outer loss with a best-responding inner player |
| $\boldsymbol{\theta}_{A}^{*}:=\underset{\boldsymbol{\theta}_{A}}{\arg \min } \mathcal{L}_{A}^{*}\left(\boldsymbol{\theta}_{A}\right)$ | Outer optimal weights with a best-responding inner player |
| $d:=d_{A}+d_{B}$ | The combined number of weights for both players |
| $\boldsymbol{\omega}:=\left[\boldsymbol{\theta}_{A}, \boldsymbol{\theta}_{B}\right] \in \mathbb{R}^{d}$ | A concatenation of the outer/inner weights |
| $\hat{\boldsymbol{g}}(\boldsymbol{\omega}):=\left[\boldsymbol{g}_{A}(\boldsymbol{\omega}), \boldsymbol{g}_{B}(\boldsymbol{\omega})\right] \in \mathbb{R}^{d}$ | A concatenation of the outer/inner gradients |
| $\boldsymbol{\omega}^{0}=\left[\boldsymbol{\theta}_{A}^{0}, \boldsymbol{\theta}_{B}^{0}\right] \in \mathbb{R}^{d}$ | The initial parameter values |
| $j$ | An iteration number |
| $\hat{\boldsymbol{g}}^{j}:=\hat{\boldsymbol{g}}\left(\boldsymbol{\omega}^{j}\right) \in \mathbb{R}^{d}$ | The joint-gradient vector field at weights $\boldsymbol{\omega}^{j}$ |
| $\nabla_{\boldsymbol{\omega}} \hat{\boldsymbol{g}}^{j}:=\left.\nabla_{\boldsymbol{\omega}} \hat{\boldsymbol{g}}\right\|_{\boldsymbol{\omega}^{j}} \in \mathbb{R}^{d \times d}$ | The Jacobian of the joint-gradient $\hat{\boldsymbol{g}}$ at weights $\boldsymbol{\omega}^{j}$ |
| $\hat{\mathcal{H}}$ | The game Hessian |
| $\boldsymbol{\omega}^{\text {Saddle }}$ | A saddle point |
| $\alpha \in \mathbb{C}$ | The step size or learning rate |
| $\lambda \in \mathbb{C}, e$ | Notation for an arbitrary Eval or Evec |
| $\operatorname{Sp}(\boldsymbol{M}) \in \mathbb{C}^{n}$ | The spectrum - or set of eigenvalues - of $\boldsymbol{M} \in \mathbb{R}^{n \times n}$ |
| $\rho(\boldsymbol{M}):=\max _{z \in \operatorname{Sp}(\boldsymbol{M})}\|z\|$ | The spectral radius in $\mathbb{R}^{+}$of $\boldsymbol{M} \in \mathbb{R}^{n \times n}$ |
| $\boldsymbol{F}_{\alpha}(\boldsymbol{\omega})$ | Fixed point operator for our optimization |
| $\mathcal{A}$ | The archive from our method |
| $\gamma$ | Discount Factor |
| $\tau$ | The mixture weighting for the objectives |



Figure 3. This shows the phase portrait for two standard optimization algorithms on a range of problems. Following the gradient is shown in red, while LOLA - a method for learning in games - is shown in blue. Left: The small IPD, which has solutions in the top right and bottom left. Middle: Matching pennies, which has a single solution in the middle. Following the gradient does not find this solution because it has imaginary EVals, so we must a method like LOLA. Right: A mixture of small IPD and matching pennies. Following the gradient only finds the solution in the top right, because the center solution has imaginary EVals. LOLA can find either solution. Takeaway: The mixture game has a range of phenomena, including a imaginary EVal solution, a real EVal solution and a Hopf bifurcation. We may want to use a method for learning in games, so we can robustly converge to different solutions.


Figure 4. This shows the spectrum of the game Hessian in log-polar coordinates during training. The spectrum at the start of training is in low alpha, while at the end it is in high alpha. We also color each EVec based on how much it points at a player, which we calculate by finding the ratio of the first players component of EVec's norm to the norm of the entire EVec $\left|e_{1: d_{B}}\right|_{1} /|e|_{1}$. Takeaway: Only some EVals are real and lie entirely in a single players space - these align with search directions for single objective RR. During training, the EVals cross the imaginary axis - i.e., where $\arg (\lambda)= \pm \pi / 2$ shown in red- indicating potential Hopf bifurcations. At the end of training we have positive (i.e. $\arg (\lambda)=0$ ) and negative (i.e. $\arg (\lambda)= \pm \pi$ ) real EVals, showing potential bifurcations that are similar to saddles.


Figure 5. We display various aspects of the players learning dynamics for the small IPD and matching pennies mixture problem. Top left: The log-norm of the joint gradient $\hat{\boldsymbol{g}}$. When this is 0 - i.e., the corners of the grid and the center - we are at a stationary point, which is required, but not sufficient for solutions. Top right: The loss averaged over both players, allowing us to assess how desirable different solutions are. Middle left: The log magnitude of the game Hessian's first Eval $\lambda$. Middle right: The arg of $\lambda$. Bottom left: The real part of $\lambda$. Bottom Right: The imaginary part of $\lambda$. Takeaway: This range of visualizations allows us to see where stationary points are, which stationary points are solutions, how desirable solutions are for the players, and where the bifurcation occurs. Note: It is difficult to see that the gradient norm goes to 0 near the corners of the grid, but this - in fact - begins to happen if we get close enough (in both the mixed objective and the small IPD).
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