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Abstract

While self-supervised learning on Vision Transformers (ViTs) has led to state-of-
the-art results on image classification benchmarks, there has been little research on
understanding the differences in representations that arise from different training
methods. We address this by utilizing Centred Kernel Alignment for comparing
neural representations learned by contrastive learning and reconstructive learning,
two leading paradigms for self-supervised learning. We find that the representations
learned by reconstructive learning are significantly dissimilar from representations
learned by contrastive learning. We analyze these differences, and find that they
start to arise early in the network depth and are driven mostly by the attention and
normalization layers in a transformer block. We also find that these representational
differences translate to class predictions and linear separability of classes in the pre-
trained models. Finally, we analyze how fine-tuning affects these representational
differences, and discover that a fine-tuned reconstructive model becomes more
similar to a pre-trained contrastive model.

1 Introduction

Self-supervised learning (SSL) has emerged as the state-of-the-art learning paradigm for learning
visual representations for tasks such as image classification, object detection, etc. SSL does not
require data labels, which gives it an advantage over supervised learning when it comes to learning
representations from large scale data. Among visual SSL, two broad categories of training have
emerged in contrastive learning [1, 2, 3] and reconstructive learning [4].

While both contrastive and reconstructive learning have demonstrated strong IID classification results,
there are several open questions in terms of how each training learns to solve these visual tasks.
Are the pre-trained representations learned by contrastive and reconstructive methods similar? How
does supervised fine-tuning affect theirs representations? Are the similarities and differences in the
representations learned by these methods affected by depth and layer-types? Understanding the
answers to these questions is important to address several theoretical and practical questions about
visual SSL; like why frozen contrastive representations perform better for transfer learning with a
linear probe classifier, while reconstructive learning representations transfer better when the ViT is
fine-tuned end-to-end [4].

In this paper, we study these questions by comparing the representations of a standard ViT-Base
model [5] trained with 16x16 image patches (ViT-B/16) on the ImageNet [6] dataset across popular
contrastive (MoCo-V3 [2] and DINO [3]) and reconstructive (MAE [4]) methods using Centred
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(a) MoCo-V3 and DINO
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(b) MoCo-V3 and MAE
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(c) DINO and MAE

Figure 1: CKA similarity between pairs of transformer layers in ViT-B/16 trained with contrastive
and reconstructive learning. Similarity between contrastive models is higher and shows strong
correspondence in early and intermediate layers. Similarity between reconstructive and contrastive
models is lower, and shows correspondence in blocks of layers (Section 2.1)

Kernel Alignment (CKA) [7] – a vector similarity index that has been demonstrated its utility for
comparing neural network representations [8, 9, 10]. Further details on the background and our
experimental setup are provided in Appendices A and B. Our findings are as follows:

• Representations between contrastive methods are highly similar under CKA, except in the
final few layers. On the other hand, differences start to arise early in the architecture across
contrastive and reconstructive representations and the representations are markedly different.

• Differences in representations across methods are not uniformly distributed across layer
types and are driven primarily by attention and normalization layers.

• Dissimilar representations across contrastive and reconstructive methods translated to the
class separability of intermediate as well as final representations. Similar representations
across contrastive methods leads to similar class predictions (both correct and incorrect).

• Upon fine-tuning, we find that the representations learned by reconstructive methods move
towards the pre-trained representations learned by contrastive learning in embedding space.

2 Results
2.1 How does representational structure of MoCo-V3, DINO, and MAE compare?

We begin by performing pairwise comparisons of the representational structures of MoCo-V3, DINO,
and MAE. In Fig 1, we plot the CKA matrices of the transformer block layers across these pairs.

We observe that two contrastive learning procedures (MoCo-V3 and DINO) have very similar
representations (Fig 1a). We also observe that the early and intermediate layers show a strong
correspondence in their representations across the two contrastive methods, and these layers are quite
dissimilar from the later layers (final three transformer blocks). The later layers are comparatively
less similar across both contrastive methods, which could be explained by each contrastive method
learning different view invariances based on its augmentations [10]. In comparison, the reconstructive
learning method (MAE) has representations that are very dissimilar to both the contrastive methods
(Fig 1b and 1c). The representations between corresponding layers of a reconstructive and contrastive
model are much less similar. We also observe emergence of block-wise correspondences in layer
similarities: the first quarter of MAE layers are similar to the first half of layers in MoCo-V3 and
DINO, while the last three-quarters are similar to the last half. This implies differences in how spatial
information is aggregated and localized across contrastive and reconstructive learning [8].
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(a) MHSA-QKV
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(b) LayerNorm-1
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(c) MLP-FC-1

Figure 2: Layer-wise CKA simlarity between MoCo-V3 and MAE. Within a transformer block,
attention and normalization layers are much more dissimilar than fully-connected layers
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(b) GAP
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(c) GAP w/o CLS

Figure 3: 20-Nearest Neighbour classification accuracy across the ViT-B/16 transformer blocks and
linear probe in MoCo-V3 and MAE. The class separability diverges after a quarter of ViT-B/16 layers,
and the last layers of MoCo-V3 already contain significant amount of class information (3a).

2.2 Which layers drive these differences in representations?
Next, we focus on the differences in the representations of MoCo-V3 and MAE across various types
of layers in a transformer block. In Figure 2, we plot the CKA similarity across a subset of three layers
from each block: the multi-head self-attention layer (MHSA-QKV), the layer normalization before
the attention layer (LayerNorm-1), and first linear layer after the residual connection (MLP-FC-1).

We observe that CKA similarity between attention and normalization layers across MAE and MoCo-
V3 are much lower than fully connected layers. In fact, the first and intermediate attention layers of
MoCo-V3 are entirely dissimilar from any of the attention layers in MAE. This could imply that the
attention layers are learning different order of features in the intermediate layers of the ViT, or one
learning more texture/shape features than the other [11].

2.3 How do differences in representations lead to differences in class separability?
Next, we look at how the class separability of the ViT-B/16 model evolves in the intermediate
representations across network depth based on the pre-training method. We calculate the 20 nearest-
neighbour classification accuracy ([3, 1] after each transformer block (12 in total in ViT-B/16)
and a linear probe trained on top of the pre-trained representation. Following [8], three different
representations are used: the CLS token features, Global Average Pooled (GAP) features from all
tokens, as well as Global Average Pooled features from all tokens except the CLS token (GAP w/o
CLS). We plot the classification accuracy results in Fig 2.3.

From the CLS token feature classification in Fig 3a two important observations arise: the class
separability of the MAE model starts to diverge from the MoCo-V3 model after the third transformer
block, corresponding to the first quarter of layers that were observed to be similar to the first half
of the MoCo-V3 model in Section 2.1. Secondly, the MoCo-V3 model already contains signficant
amount of class information in the last transformer layers, as the gap between the probe and final ViT
block accuracy is quite small. For the global features, there is less class information in the last layers
of MoCo-V3, but the class separability gap with MAE persists throughout the ViT-B/16 depth.

2.4 Do the differences in representations and class separability translate to class predictions?
We also consider whether the representational similarity in contrastive models and the differences in
class separability across contrastive and reconstructive models translates to the predictions made by
these models. In order to evaluate this, we consider the Kendall’s Tau rank correlation coefficient of
the top-5, top-10, and top-100 class predictions averaged across the ImageNet validation set from
MoCo-V3, DINO, and MAE in Fig 4. We observe that the ranking predictions generated by MoCo-V3
and DINO are consistently more correlated across all predictions, as well as both correct and incorrect
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Figure 4: Kendall’s Tau rank correlation of linear probe ranks (Top-5/10/100 ranks averaged across
ImageNet test set). Contrastive models generate more similar rankings across all predictions (4a),
correct predictions (4b), and incorrect predictions (4c).
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(a) MoCo-V3 (PT) & MAE (PT)
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(b) MoCo-V3 (PT) & MAE (FT)
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(e) MHSA-QKV (PT)
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(c) MoCo-V3 (FT) & MAE (PT)
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(d) MoCo-V3 (FT) & MAE (FT)
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(f) MHSA-QKV (FT)

Figure 5: CKA similarity between MoCo-V3 and MAE before (PT) and after fine-tuning (FT)
(5a, 5b, 5c, 5d). An MAE (FT) ViT-B/16 becomes very similar to a MoCo-V3 (PT), (5c), and the
similarity persists with the MoCo-V3 (FT) ViT-B/16 (5d). Attention layers (5e, 5f) show strong linear
correspondence as well as block correspondence in CKA similarity after fine-tuning.

predictions. We also calculate the F-1 score of top-1 predictions for DINO and MoCo-V3 (0.9341)
and confirm that it is higher than the F-1 score for MAE and MoCo-V3 (0.88). Our results verify that
contrastive models make similar class predictions which are also right and wrong in similar ways.

2.5 What happens to self-supervised ViT representations post fine-tuning?

Lastly, we consider what happens to the layer-wise CKA similarity of MoCo-V3 and MAE models
after fine-tuning in Fig 2.5. We find that the layers of a ViT pre-trained with MAE and fine-tuned
end-to-end are highly similar to that of a pre-trained MoCo-V3 ViT (Fig 5b), implying that instance
discriminative contrastive pre-training learns very similar representations to class discriminative
fine-tuning. This correspondence remains after fine-tuning MoCo-V3 except in later layers (Fig 5c).

We repeat the experiment from Section 2.2 to analyze which layers drive this increase in similarity
after fine-tuning. We find that the layers which were initially most dissimilar after SSL (multi-head
self-attention and layer normalization) become the most similar after fine-tuning (Fig 2.5, Fig 6 in
Appendix C), while the most similar pre-trained layers (fully-connected) become more similar only
in the initial and intermediate layers, but become more dissimilar in the later layers of the ViT (Fig 6
in Appendix C). We conclude that during fine-tuning, the way spatial features are attended to in ViTs
pre-trained with reconstructive learning changes significantly to align with how ViTs pre-trained with
contrastive learning attends to spatial features; which is largely consistent before and after fine-tuning.

3 Conclusions and Future Work
We compared ViT representations across contrastive (MoCo-V3, DINO) and reconstructive (MAE)
SSL methods and demonstrated that DINO and MoCo-V3 representations are similar except in the
later layers and show a strong linear correspondence in layer similarity, while MAE and MoCo-V3 are
more dissimilar and show a block correspondence. MoCo-V3 and DINO also make similar ImageNet
class predictions, both correct and incorrect. We found that the representational differences between
MoCo-V3 and MAE are driven by the attention and normalization layers, and lead to different class
separability across network depth. Finally, we found that a fine-tuned MAE model becomes similar
to a pretrained MoCo-V3 model, driven by increased similarity in attention layers.

Our findings lead to several important questions, especially around the mechanistic explanations of
how the representations change after fine-tuning. How does finetuning a masked model lead to better
scaling in performance versus finetuning a contrastive model? Is there a way to combine both learning
mechanisms to learn representations that are linearly separable and also amenable to fine-tuning?
What happens in the training dynamics of these models during fine-tuning which causes them to
become more similar? We leave these questions for future work.
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A Appendix: Background

Vision Transformers Transformers [12] were introduced as sequence-to-sequence models for
natural language translation. Vision Transformers (ViTs) [5] adapted them for vision by tokenizing
image patches as transformer inputs, and adding an extra CLS token to represent object class, which
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is later used to train an image classifier. Besides image classification, ViTs have demonstrated state-
of-the-art empirical results across a variety of visual tasks such as object detection [13], semantic
segmentation [14], and strong results across a variety of other visual tasks [15]. Recent works [8, 16]
have tried to understand how ViTs work and how they differ from convolutional neural networks,
which used to be standard architecture for modelling visual tasks.

Self-Supervised Learning Of Visual Representations SSL from visual data learns by exploiting
known invariances present in images. In contrastive learning [1, 2, 17, 3], this is achieved by learning
view invariance of views from the same image. For example, MoCo-V3 [17] takes two crops (views)
of images, and encodes each crop through two parallel encoders, fq and fk to generate embeddings q
and k. A contrastive loss function InfoNCE loss [18] is minimized:

Lq = − log
exp (q · k+/τ)

exp (q · k+/τ) +
∑

k− exp (q · k−/τ)
(1)

where k+ represents the embedding from a different crop of the same image as q, while {k−} is the
set of embeddings from other images.

Reconstructive learning exploits the strong spatial correlation present locally in natural images to
reconstruct the image in the input space from representations learned only on occluded views of the
input. This approach towards SSL with ViTs involves masking/corruption of input tokens, learning a
visual representation from this noisy input, and then predicting the masked values [19, 5, 4]. Among
such approaches, Masked Autoencoder (MAE) [4], learns an SSL representation by passing the
highly (70+ %) masked input through a ViT, and then reconstruct the input by predicting the pixel
values of each masked patch. The Mean Squared Error between the reconstructed and original image
serves as the loss function for MAE.

Representation comparison across neural networks and layers Centred Kernel Alignment
(CKA) [7] has been demonstrated [7, 8, 9] to be a useful metric for comparison of neural network
representations across layer dimensionality, model initialization, and neural architectures. The CKA
value between two p1 and p2 dimensional representational matrices of m examples X ∈ Rm×p1

and Y ∈ Rm×p2 is the normalized Hilbert-Smith Independence Criteria [20] of the Gram similarity
matrices K = XXT and L = YYT given as:

CKA(K,L) =
HSIC(K,L)√

HSIC(K,K) HSIC(L,L)
(2)

We adapt the formalization from [9] which approximates the linear CKA metric by averaging over
k minibatches to obtain the minibatch CKA metric. Minibatch CKA over two sets of activation
matrices Xi ∈ Rn×p1 and Yi ∈ Rn×p2 of the ith minibatch of n examples is given as:

CKAminibatch =
1
k

∑k
i=1 HSIC1

(
XiX

⊤
i ,YiY

⊤
i

)√
1
k

∑k
i=1 HSIC1

(
XiX⊤

i ,XiX⊤
i

)√
1
k

∑k
i=1 HSIC1

(
YiY⊤

i ,YiY⊤
i

) (3)

where HSIC1 is an unbiased estimator of the Hilbert-Smith Independence Criteria such that the CKA
value is independent of batch size. The HSIC1 between two similarity matrices K and L (K̃ and L̃
are obtained by setting the respective diagonal entries to zeros) is given as:

HSIC1(K,L) =
1

n(n− 3)

(
tr(K̃L̃) +

1⊤K̃11⊤L̃1

(n− 1)(n− 2)
− 2

n− 2
1⊤K̃L̃1

)
(4)

B Appendix: Experimental Setup Details

Pre-training We use a ViT-B/16 [5] architecture as the ViT backbone in all our comparisons. It
takes as input 16× 16 image patches as input tokens, and is made up of 12 transformer blocks. Each
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transformer block consists 12-head self-attention layers and a 768-dimensional token embedding.
Our ViT models were pre-trained on ImageNet using the procedures outlined in [17, 3, 4] respectively,
and we utilize the pre-trained weights publicly released by the authors.

Fine-Tuning All models are fine-tuned under the same hyper-parameter settings. We train on
224×224 ImageNet images using a batch size of 64, and train for 150 epochs on a total of 16 GPUs
across 2 nodes. Standard supervised ImageNet data augmentation is used. An Adam optimizer is
used with a learning rate of 5e-4, momentum of 0.9, and weight decay of 0.05. A cosine learning rate
scheduler is used with a minimum learning rate of 1e-5. The first five epochs are used for learning
rate warm-up with a learning rate of 1e-6.

Minibatch Centred Kernel Alignment For our mini-batch CKA computations, we use a batch size
of 32 and sample a total of 1024 examples without replacement for computing the representations.
Like [8], we compared our mini-batch CKA values across a large range of mini-batch sizes (25 to
210) as well as a large range of examples (103 to 106) and found no noticeable differences.

C Appendix: Layer-Wise impact on Representational Differences Before and
After Fine-Tuning
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(a) MLP-FC-1 (Pre-trained)
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(b) LayerNorm-1 (Pre-trained)
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(c) Attention-QKV (Pre-trained)
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(d) MLP-FC-1 (Fine-tuned)
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(e) LayerNorm-1 (Fine-tuned)

0 1 2 3 4 5 6 7 8 9 10 11

MoCo-V3 (finetuned) ViT layers

0
1

2
3

4
5

6
7

8
9

10
11

M
AE

 (f
in

et
un

ed
) V

iT
 la

ye
rs

0.0

0.2

0.4

0.6

0.8

1.0

(f) Attention-QKV (Fine-tuned)

Figure 6: CKA similarity between MoCo-V3 and MAE before and after fine-tuning by layer type.

In addition to Fig 2.5 we include additional comparisons of layer-wise CKA similarity between
MoCo-V3 and MAE layers before and after fine-tuning in 6. We can observed that the similarity
between the fully-connected layers (MLP-FC1) increases for the initial and intermediate ViT layers
but decreases for the later layers. However, the similarity between multi-head self-attention layers
(MHSA-QKV) and layer normalization layers after attention (LayerNorm) of both models increases
remarkably post fine-tuning. There is also a strong linear correspondence (layers at similar depth
learn similar features) as well as strong block correspondence (groups of layers learn similar features)
in the initial and intermediate MHSA-QKV and LayerNorm layers after fine-tuning.
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