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Binaural Reproduction Based on Bilateral
Ambisonics and Ear-Aligned HRTFs
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Abstract—Reproduction of high quality spatial sound has gained
considerable importance with the recent technology developments
in the fields of virtual and augmented reality. Recently, the re-
production of binaural signals in the Spherical-Harmonics (SH)
domain has been proposed. This is performed by using SH rep-
resentations of the sound-field and the Head-Related Transfer
Function (HRTF). These processes offer the flexibility to control the
reproduced binaural signals, by manipulating the sound-field or the
HRTFs using algorithms that operate directly in the SH domain.
However, in most practical cases, the binaural reproduction is
order-limited, which introduces truncation error that has a detri-
mental effect on the perception of the reproduced signals, mainly
due to the truncation of the HRTF. A recent study showed that
pre-processing of the HRTF by ear-alignment reduces its effective
SH order, which may be beneficial for alleviating the above effect. In
this paper, a method to incorporate the pre-processed ear-aligned
HRTF into the binaural reproduction process is presented. The
method uses Ambisonics representation of the sound-field formu-
lated at the two ears, and is denoted here as Bilateral Ambisonics.
The proposed method leads to a significant reduction in errors
due to the limited-order reproduction, which yields a substantial
improvement in perceived binaural reproduction quality even with
SH as low as first order.

Index Terms—Binaural reproduction, ambisonics, HRTF, head-
related transfer function, spatial sound, spherical harmonics,
spherical microphone array.

I. INTRODUCTION

B INAURAL technology plays an important role in many
applications, such as virtual and augmented reality [1],

architectural acoustics [2] and hearing science [3]. Binaural
reproduction of spatial sounds provides the listener with the
sensation of being present in the 3D audio scene. Binaural
signals can be obtained using microphones placed at the ears
of a manikin, in which case the sound-field and the Head-
Related Transfer Function (HRTF) are jointly captured, and the
reproduced binaural signal is limited to the specific recording

Manuscript received June 15, 2020; revised December 18, 2020; accepted
January 25, 2021. Date of publication January 28, 2021; date of current version
February 15, 2021. This work was supported by Facebook Reality Labs. The
associate editor coordinating the review of this manuscript and approving it for
publication was Prof. Stefan Bilbao. (Corresponding author: Zamir Ben-Hur.)

Zamir Ben-Hur and Boaz Rafaely are with the School of Electrical and
Computer Engineering, Ben-Gurion University of the Negev, Beer-Sheva 84105,
Israel (e-mail: zami@post.bgu.ac.il; br@bgu.ac.il).

David Lou Alon and Ravish Mehra are with the Facebook Reality Labs, Face-
book, 1 Hacker Way, Menlo Park, CA 94025 USA (e-mail: davidalon@fb.com;
ravish.mehra@oculus.com).

This article has supplementary downloadable material available at https://doi.
org/10.1109/TASLP.2021.3055038, provided by the authors.

Digital Object Identifier 10.1109/TASLP.2021.3055038

scenario [4]. Alternatively, more flexible reproduction can be
achieved by synthesizing the binaural signals in post processing,
which enables, for example, the use of personalized HRTFs and
head-tracking, and is the approach followed in this paper. This
requires the sound-field and the HRTF to be available separately.
The HRTF, which is an individual function, can be measured
acoustically or simulated numerically for each listener [5]. The
sound-field can be captured using microphone array recordings
or obtained from numerical simulations [6]–[8].

Recently, rendering of binaural signals in the spherical har-
monics (SH) domain has been proposed [9]. This is performed
by adding the products of the SH coefficients of the plane-wave
(PW) density function (which encodes the directional informa-
tion of the sound field, also referred to as Ambisonics [10]) with
the SH representation of the free-field HRTFs. The advantage
of using SH processing is the flexibility to manipulate the
sound field, or the corresponding HRTFs, by directly employing
algorithms that operate in the SH domain [11], [12].

The SH coefficients of the PW density function of a measured
sound-field can be obtained from a spherical microphone array
recording [13]. In practice, such arrays have a limited number
of microphones, which limits the spatial bandwidth of the esti-
mated PW decomposition [14]. Also, for practical applications
where a simulated sound-field is used, a similar limitation may
apply, due to memory usage or computational efficiency con-
siderations [1], [15]. This, in turn, places a constraint on the
maximum SH order of the employed HRTF, which is inherently
a high-order function [16]. The truncation error, caused by the
limited order of the HRTF, results in significant artifacts, both
in space and in frequency. These artifacts have a detrimental
effect on the perception of the reproduced binaural signals, for
example, in timbre, localization, externalization, source width
and stability of the virtual sound source [17]–[20].

Considerable efforts have been made in order to reduce the
effect of the errors caused by the order limitation of the repro-
duced binaural signal. A recent study [18] suggested correction
of the coloration caused by the truncation error by spectral
equalization of the binaural signals. Hold et al. [21] presented
an improvement to this correction by SH tapering, which also
corrects some of the angle-dependent artifacts. These methods
attempt to reduce the effect of the truncation error directly on
the binaural signal, by means of post-processing. On the other
hand, pre-processing of the HRTF has been shown to reduce
its effective SH order [22], [23], which may provide some
potential for reducing the truncation error. This order reduction
is based on manipulating the phase component of the HRTF.
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However, the use of such a pre-processed HRTF for binaural
reproduction in the SH domain is not trivial due to the relation
between the phases of the HRTF and the PW density function.
In [24], Zaunschirm et al. presented a method that uses a pre-
processed HRTF, obtained by means of frequency-dependent
time-alignment, to reproduce binaural signals in the SH domain
using constrained optimization. They suggested pre-processing
of the HRTF by removing its linear-phase component at high
frequencies. Schörkhuber et al. further developed this approach
in [25], where they presented the Magnitude Least-Squares
(MagLS) method that performs magnitude-only optimization at
high frequencies. Although the linear-phase component at high
frequencies may be less important for lateral localization [26],
[27], its removal still introduces errors in the binaural signal,
and may affect other perceptual attributes [28], [29]. In [30],
Lübeck et al. showed that the MagLS method achieved similar
perceptual improvement to the equalization methods for binaural
reproduction with order 3 and above. In summary, despite of the
significant advance in this field, current methods for binaural
reproduction that are based on low-order HRTF and sound-field
representations seem to degrade perception compared to a high-
order reference. Therefore, high-quality binaural reproduction
based on low-order Ambisonics remains an open problem.

In this paper, a method for the incorporation of a pre-
processed HRTF with a reduced SH order into the binaural
reproduction process is presented. The suggested method uses
the ear-alignment technique that was recently developed for
pre-processing of HRTFs [31], and computes the binaural signals
directly at the location of the listener’s ears, using Ambisonics
representation of the sound-field at the two ears. The proposed
method is based on the Binaural B-Format approach, suggested
by Jot et al. [32] for 1st order Ambisonics using minimum-phase
approximation of the HRTF. A similar approach was presented
recently by Armstrong et al. [33] in the context of virtual loud-
speaker reproduction. In the current contribution, the Binaural
B-Format is formulated for an arbitrary SH order, enhancing
its efficacy, and now incorporates the ear-aligned HRTF, which
preserves the HRTF phase information. This method, denoted
as Bilateral Ambisonics reproduction, significantly reduces the
truncation error. An objective analysis shows that a binaural
signal reproduced using Bilateral Ambisonics with a low SH
order of N = 4 is comparable to a binaural signal that was
rendered using Basic Ambisonics reproduction with an order
as high as N = 40. Additionally, a perceptual test shows that
Bilateral Ambisonics reproduction with an order as low as
N = 1 may be sufficient for reproducing binaural signals that
are highly similar to a high-order reference.

In summary, the contributions of this paper are as follows:
1) Mathematical formulation of the Bilateral Ambisonics

reproduction by incorporating the ear-aligned HRTF. This
generalizes the Binaural B-Format for an arbitrary SH
order (Section III).

2) A comprehensive objective evaluation of the proposed
Bilateral Ambisonics reproduction, providing insight into
the effect of low order reproduction on errors in the bin-
aural signals (Section IV).

3) Validation of the objective results by a listening test com-
paring the proposed method with the state-of-the-art Am-
bisonics reproduction method using MagLS (Section V).

The paper is arranged as follows: first, the mathematical
formulation for reproducing Basic Ambisonics binaural signals
is presented (Section II). Then, the formulation of Bilateral
Ambisonics reproduction is developed (Section III). Objective
and subjective evaluations of the suggested method are presented
in Secs. IV and V, respectively. Section VI discusses the results
presented in the paper and Section VII outlines the conclusions
of the research.

II. BASIC AMBISONICS REPRODUCTION

This section provides an overview of the currently used formu-
lation for binaural reproduction using SH representation. Con-
sider a sound-field composed of a continuum of PWs, described
by a PW density function, a(k,Ω), where Ω ≡ (θ, φ) ∈ S2 is
the spatial angle, represented by the elevation angle θ ∈ [0, π],
which is measured downwards from the Cartesian z-axis, and
the azimuth angle φ ∈ [0, 2π), which is measured counterclock-
wise from the Cartesian x-axis in the xy-plane. k = 2πf/c is
the wave number, f is the frequency, and c is the speed of
sound. The binaural signal, which is the pressure observed at
each of the listener’s ears, can be calculated for the left ear
by [7], [15]:

pL(k) =

∫
Ω∈S2

a(k,Ω)hL(k,Ω)dΩ, (1)

where hL(k,Ω) is the left ear HRTF [3]. The superscript L
denotes the left ear (the formulation for the right ear can
be similarly presented), pL(k) is the pressure at the ear and∫
Ω∈S2(·)dΩ ≡ ∫ 2π

0

∫ π

0 (·) sin(θ)dθdφ.
Alternatively, Rafaely and Avni [9] showed that, by applying

Parseval’s relation to (1), the binaural signal can be calculated
in the SH domain [9] using the Basic Ambisonics reproduction:

pL(k) =
∞∑

n=0

n∑
m=−n

[ãnm(k)]∗hL
nm(k), (2)

where ãnm(k) is the spherical Fourier transform (SFT) of
[a(k,Ω)]∗, [·]∗ denotes the complex conjugate, and hL

nm(k)
are the SH coefficients of the left ear HRTF, which can be
computed by applying the SFT to the HRTF, hL(k,Ω). ãnm(k),
which are the Basic Ambisonics signals, can be calculated by
capturing the sound-field using a spherical microphone array
and applying PW decomposition in the SH domain [13], [34].
For spatially band-limited functions, ãnm(k) and hL

nm(k) will
only be available up to orders Na and Nh, respectively, and,
therefore, the infinite summation in Eq. (2) will be truncated to
order N = min(Na, Nh),

pL(k) =

N∑
n=0

n∑
m=−n

[ãnm(k)]∗hL
nm(k). (3)

In practice, when ãnm(k) is derived from spherical micro-
phone array recordings, its order will be limited by the number
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of microphones [35]. For example, by capturing a sound-field
using the Eigenmike [36], which is a spherical microphone array
with a radius of 4.2 cm and 32 microphones, the maximum
order is about Na = 4. Similar order limitation may also be
introduced for a simulated sound-field in practical applications.
However, the HRTF is inherently of high spatial order. Zhang
et al. [16] showed that for physically accurate representation up
to 20 kHz, an order of above Nh = 40 is required. Therefore,
in this practical scenario, the HRTF will be truncated to order
N = 4. This order truncation affects both the spatial and the
spectral characteristics of the binaural signal, which has been
shown to have a detrimental effect on the perceived spatial sound
quality [17], [18].

III. PROPOSED BILATERAL AMBISONICS REPRODUCTION

One approach for reducing truncation errors is to pre-process
the HRTF in order to reduce its effective SH order. Several
recent studies suggested methods to pre-process the HRTF in
the context of SH interpolation of HRTFs. For example, by time-
alignment [22], [24], using minimum-phase representation [37],
using directional equalization [38], or by ear-alignment [31],
[39]. All these methods are based on manipulating the linear-
phase component of the HRTF, which makes a major contri-
bution to the high-order nature of the HRTF [22]. While these
pre-processing methods lead to efficient sampling of HRTFs,
e.g. [31], incorporating the pre-processed HRTF in the com-
putation of the binaural signal, as in Eq. (3), is not immediate
due to the misalignment between the phase components of the
HRTF and the sound-field. In other words, the HRTF and the
Ambisonics signals in (3) must be represented in the same coor-
dinate system and around the same origin. One way to align the
two is to re-synthesize the HRTF phase before the computation
of the binaural signal, which will increase its order back to the
original high-order, and will cause similar truncation error to that
in the original reproduction. Another way is to use the MagLS
approach, which completely ignores the HRTF phase component
at high frequencies [25]. An alternative way to align the two is
to use the ear-aligned HRTFs together with Ambisonics signals
which are also defined around each of the listener’s ears, rather
than around the center of the head. This approach was originally
presented in 1998 by Jot et al. [32], and was denoted as Binaural
B-Format. They suggested to use two B-Format recordings (e.g.
by using two 4-channel sound-field microphones [40] at the
ear locations) together with a minimum-phase approximation
of the HRTF and an interaural time difference (ITD) estimation
based on a spherical head model. The Binaural B-format can be
extended such that high order Ambisonics signals are defined
around the ear locations (the approach denoted here as Bilateral
Ambisonics [41]). Methods to obtain such Bilateral Ambison-
ics signals and the practical application of this approach are
discussed in Section VI.

Ear-alignment has been shown to be a robust method for
reducing the effective SH order of the HRTF while preserving
the HRTF phase information and the ITD [31]. The alignment is
performed by translating the origin of the free-field component
of the HRTF from the center of the head to the position of the

ear. For the left ear, this is formulated by:

hL
a (k,Ω) = hL(k,Ω)e−ikra cosΘL , (4)

where hL
a (k,Ω) is the ear-aligned HRTF, ra is the radius of the

head, ΘL is the angle between the direction of the source, Ω,
and the direction of the ear, ΩL, and cosΘL = cos θ cos θL +
cos(φ− φL) sin θ sin θL. Note that the ear-aligned HRTF can
be computed for any given HRTF (it is assumed that the HRTF
is normalized by a free-field measurement at the origin).

Now, assuming that the PW density function is given at the
position of the ear, denoted by aL(k,Ω), then the binaural signal
can be computed directly at the listener’s ear, using the ear-
aligned HRTF, by:

pL(k) =

∫
Ω

aL(k,Ω)hL
a (k,Ω)dΩ. (5)

In the SH domain, truncated to orderN (similar to the derivation
of Eq. (3) from Eq. (1)), the Bilateral Ambisonics reproduction
is defined as:

pL(k) =

N∑
n=0

n∑
m=−n

[ãLnm(k)]∗hL
anm(k), (6)

where ãLnm(k) and hL
anm(k) are the SH coefficients of

[aL(k,Ω)]∗ and hL
a (k,Ω), respectively. A similar computation

should also be performed for the right ear. It is important to note
that aL(k,Ω) is the PW density function of the sound-field as it
is observed at the position of the left ear, in contrast to a(k,Ω),
which is observed at the position of the center of the head.
Fig. 1 illustrates the differences between the two coordinate
systems. The standard coordinate system, denoted by black
dashed axes with its origin at the center of the head, is used for the
computations of the binaural signals in Eqs. (1) and (3) using the
Basic Ambisonics signals, ãnm(k), for both ears. The Bilateral
coordinate systems, denoted by orange dotted axes with their
origin at the positions of the ears, are used for the computation
in Eq. (6) using the Bilateral Ambisonics signals, ãLnm(k) and
ãRnm(k) for the left and right ears, respectively.

Theoretically, aL(k,Ω) can be computed from a(k,Ω) by
translation of the sound-field [35], which can be computed as
aL(k,Ω) = a(k,Ω)eikra cosΘL ; however, in this case Eq. (5) is
equivalent to Eq. (1), and, therefore, the binaural signals will be
identical, i.e. the same truncation error as presented in Section II
for the Basic Ambisonics reproduction is introduced. Alterna-
tively, if a low-order PW density function is given directly at the
position of the ear, the Bilateral Ambisonics-based signal, as in
Eq. (6), potentially be more accurate than the Basic Ambisonics
reproduction (as in Eq. (3)) because of the lower-order nature of
the ear-aligned HRTF compared to an unprocessed HRTF.

IV. OBJECTIVE EVALUATION

This section presents an objective evaluation of the perfor-
mance of the proposed Bilateral Ambisonics reproduction ap-
proach. The evaluation is performed by comparing the suggested
method, as in Eq. (6), with the Basic Ambisonics reproduction
method, as in Eq. (3).
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Fig. 1. Illustration of the standard (a) and Bilateral (b) coordinate systems.
The origin of the standard coordinate system is at the center of the head, while
in the Bilateral coordinate system the origin is at the position of the ear.

A. Performance Measures

Four objective performance measures are considered in this
analysis, as detailed below: (i) Normalized Mean Square Error
(NMSE), (ii) Energy Difference (ED), (iii) Interaural Time
Difference (ITD), and (iv) Interaural Level Difference (ILD).

i) NMSE: The NMSE for the left ear is computed as:

εL(f) = 10 log10
|pLref(f)− pL(f)|2

|pLref(f)|2
, (7)

where pLref is the reference high-order binaural signal com-
puted as in Eq. (3) with N = 41, and pL is the binaural
signal computed according to the evaluated reproduction
method by (3) or (6). The NMSE measures the overall er-
ror between the two signals, including both the magnitude
and the phase components.

ii) ED: The ED for the left ear is computed in 39 auditory
filter bands as:

ΔG(pLref, p
L, fc) = 10 log10

∫
C(f, fc)

∣∣pLref(f)
∣∣2 df∫

C(f, fc) |pL(f)|2 df
,

(8)
where C is a Gammatone filter with center frequency
fc, as implemented in the Auditory Toolbox [42]. The
integral is evaluated between 50 Hz and 20 kHz and fc
is restricted accordingly. This measure is similar to the
calculation of the internal cochlea spectrum suggested by

Salomons [43]. The broadband ED measure is defined by
averaging the ED across the 39 auditory filters as:

ΔGav =
1

39

∑
fc

|ΔG|. (9)

iii) ITD: The ITD is an important spatial cue for sound
localization, which may be affected by the truncation
error [31]. The ITDs, as a function of direction, were
computed for a single PW sound field with an incident
angle, Ω, that varies over 500 directions, distributed
uniformly across the left horizontal half-plane (θ = 90◦;
0◦ ≤ φ ≤ 180◦). The threshold detection method was
used, with a threshold of −30 dB applied to a 3 kHz
low-pass filtered version of the signals. This method has
been shown by Andreopoulou and Katz [44] to be the
most perceptually relevant procedure for ITD estimation.
The ITD error as a function of direction is computed as
follows:

εITD(Ω) = |ITDref(Ω)− ITD(Ω)|, (10)

where ITD(Ω) is the ITD of the evaluated reproduction
method, and ITDref is the ITD of the reference signal,
pL,R

ref .
iv) ILD: Another important cue in binaural rendering and

sound localization is the ILD. The ILDs were computed
for the same 500 binaural signals as for the ITD, each
composed of a single PW with an incident angle Ω, in 39
auditory filter bands as [5]:

ILD(fc,Ω) = 10 log10

∫
C(f, fc)

∣∣pL(f)∣∣2 df∫
C(f, fc) |pR(f)|2 df

. (11)

This computation facilitates a perceptually motivated
smoothing of the ILD across frequencies, which is re-
quired for appropriate comparison between ILDs. The
ILD error as a function of both center frequency and
direction is computed as follows:

εILD(fc,Ω) = |ILDref(fc,Ω)− ILD(fc,Ω)|, (12)

where ILDref is the ILD for the reference signal, pL,R
ref . The

ILD and the ILD error were averaged across auditory filter
bands by:

ILDav(Ω) =
1

39

∑
fc

ILD(fc,Ω), (13)

εILDav
(Ω) =

1

39

∑
fc

εILD(fc,Ω). (14)

B. HRTF of a Rigid Sphere and a Manikin

The measures defined in the previous section were calculated
for binaural signals composed of two different HRTFs, as de-
tailed below: (i) rigid sphere approximation, (ii) simulated HRTF
of KEMAR [45].

i) Rigid Sphere: As a first evaluation, the HRTF of an ideal
rigid sphere is considered. This simplification makes it
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possible to analyze mathematically the binaural signal,
and to evaluate it analytically [46].
The “left ear” HRTF of an ideal rigid sphere of radius ra
can be computed as [13]:

hL(Ω, k) =
∞∑

n=0

n∑
m=−n

bn(kra)[Y
m
n (Ω)]∗Y m

n (ΩL),

(15)
where Y m

n (Ω) is the complex SH function of order n and
degree m, and bn is given for a rigid sphere as follows:

bn(kra) = 4πin
[
jn(kra)− j ′n(kra)

h′
n(kra)

hn(kra)

]
, (16)

where jn and hn are the spherical Bessel and Hankel
functions, and j′n and h′

n are their derivatives.
The rigid sphere HRTF was computed for a sphere with
radius ra = 8 cm, and for a position of the ear at (θ, φ) =
(90◦, 90◦), for a total of Q = 7396 directions in accor-
dance with an Equal-Angle sampling scheme [35], which
can provide an HRTF up to a SH order of 42. The ear-
aligned HRTF was computed as in Eq. (4), and its SH
coefficients, hL

anm(k), were computed using the SFT.
ii) KEMAR: Next, for a more realistic evaluation, an HRTF

of KEMAR was used for the computation of the binaural
signals. The HRTF was simulated using the Boundary
Element Method (BEM) based on a 3D scan of the head
of a KEMAR. A total of Q = 4334 directions were sim-
ulated in accordance with a Lebedev sampling scheme
(N = 56). For detailed information about this HRTF data
set see Refs. [23], [47].

C. Binaural Signals for a Single PW Sound-Field

For an initial evaluation of the binaural signals, a simple
sound-field composed of a single PW in free-field is considered.
In this case, aPW

nm, the Basic Ambisonics signals of this unit
amplitude PW, arriving from direction Ω0 relative to the center
of the head, are given by [35]:

aPW
nm(k) = [Y m

n (Ω0)]
∗. (17)

The SH coefficients of the same sound-field, but this time with
the origin of the coordinate system aligned to the ear position,
compose the Bilateral Ambisonics signals, and can be generally
expressed by:

aL PW
nm (k) = A(Ω0,ΩL)[Y

m
n (Ω0)]

∗, (18)

where A(Ω0,ΩL) is the complex amplitude of the PW. This
amplitude is given by A(Ω0,ΩL) = eikra cosΘL0 , where ΘL0 is
the angle between ΩL, the ear position, and Ω0, the wave arrival
direction.

The binaural signals for this PW sound-field can now be
computed using the Basic Ambisonics reproduction of order
N , as in Eq. (3), with anm and hnm relative to the center of the
head by:

pL(k) =

N∑
n=0

n∑
m=−n

[ãPW
nm(k)]∗hL

nm(k), (19)

Fig. 2. Magnitude of a left ear binaural signal of a single PW from direction
(θ, φ) = (90◦, 40◦), with HRTF of an ideal rigid sphere (a), and KEMAR (b).
Computed with Basic Ambisonics reproduction (solid lines) and with Bilateral
Ambisonics reproduction (dashed lines), with N = 1, 2, 4, compared to a high-
order reference with N = 41.

and using the Bilateral Ambisonics reproduction of order N , as
in Eq. (6), with aLnm and hanm relative to the position of the ear,
by:

pL(k) =

N∑
n=0

n∑
m=−n

[ãL PW
nm (k)]∗hL

anm(k). (20)

Fig. 2 shows the magnitude response of the binaural signals,
using both rigid sphere and KEMAR HRTFs, computed with
Basic Ambisonics reproduction (Eq. (19)) and with Bilateral
Ambisonics reproduction (Eq. (20)), with N = 1, 2, 4, com-
pared to the high-order reference of N = 41 (computed using
Eq. (19)), for a PW arrival direction (θ, φ) = (90◦, 40◦). Note
that for this simple case of a single-PW sound-field, the resulting
signal is the truncated version of the HRTF from this direction.
High frequency roll-off, as described in [18], is clearly observed
for the low-order signals computed using the Basic Ambisonics
reproduction. Furthermore, amplitude distortion is also observed
at these high frequencies, above the sphere cut-off frequency,
kra = N [13]. The Bilateral Ambisonics-based signals seem to
correct for both frequency roll-off and distortion. For the rigid
sphere, the signal magnitude is very similar to the reference
signal, even with an order of N = 1. For the KEMAR HRTF,
using Bilateral Ambisonics reproduction of order N = 4 seems
to preserve the signal magnitude up to almost 20 kHz. Note that
the Bilateral Ambisonics-based signal also seems to preserve
the important spectral cues (peaks and notches) at the high
frequencies. It is important to note that while the results are
shown only for the left ear, similar results were also observed
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Fig. 3. NMSE of binaural signals computed for sound-fields composed of a
single PW, averaged over 770 PW directions (distributed according to a Lebedev
grid), with HRTF of an ideal rigid sphere (a), and KEMAR (b). The NMSE is
computed using Eq. (7), with Basic Ambisonics reproduction (solid lines) and
with Bilateral Ambisonics reproduction (dashed lines), with N = 1, 2, 4, and a
high-order reference with N = 41.

for the right ear. This also applies in the remainder of the
paper.

D. NMSE Analysis

The evaluation presented in the previous section for a single
PW is repeated here, but this time the NMSE as defined in
Eq. (7) is computed and averaged over a range of PWs. 770
single PWs with incidence angles distributed nearly-uniformly
over the sphere, using the Lebedev sampling scheme of order
23, were used for the averaging. The NMSE for both evaluated
reproduction methods, as in Eqs. (19) and (20), was computed
using the high-order reference, pLref(f), with N = 41.

Fig. 3 presents the average NMSE, with Basic and Bilateral
Ambisonics reproductions. The figure shows that the error in-
creases at frequencies above the cut-off frequency, where for
the signal with the Basic Ambisonics reproduction the error ap-
proaches 0 dB. The Bilateral Ambisonics-based signals produce
a substantially smaller error. With an HRTF of an ideal sphere
the error is below −10 dB up to 20 kHz, even with order N = 1.
Using the KEMAR HRTF, the error is less than −10 dB up to
around 4 kHz for N = 1, and up to 15 kHz for N = 4.

Fig. 4 shows the minimum SH order required to guarantee
NMSE as in Eq. (7) of less than a value of −20 dB, −15 dB and
−10 dB, as a function of frequency. The figure demonstrates
the significant reduction in the required SH order for achieving

Fig. 4. The minimum SH order to achieve NMSEs lower than−20 dB,−15 dB,
−10 dB. The minimal order is computed for Basic Ambisonics reproduction
(solid lines) and with Bilateral Ambisonics reproduction (dashed lines), and
presented as a function of frequency and kr. The computed NMSEs were
averaged across a range of single PW sound fields as in Fig. 3.

a target error level when using Bilateral Ambisonics reproduc-
tion. For the rigid sphere the required order is reduced from
about N = 30 in the Basic Ambisonics reproduction, down to
N = 3 in the Bilateral Ambisonics reproduction, for an error of
−15 dB. For the KEMAR HRTF, the orders similarly decrease,
from about N = 30 in Basic Ambisonics reproduction, down to
N = 7, for an error of −15 dB over the entire audible frequency
bandwidth.

E. ED Analysis

The broadband ED, as defined in Eq. (9), was computed for
both evaluated reproduction methods with SH order N = 4
relative to the reference signal (N = 41), for a sound-field
similar to that presented in IV-D, separately for each one of
the 770 single-PW sound-fields. In addition, the ED for the
Basic Ambisonics reproduction with equalization and tapering,
as suggested in [21], was also computed, as it was reported to
reduce reproduction errors for low-order binaural signals with
similar perceptual performance as other suggested methods [30].
The results of the Basic Ambisonics reproduction using the
MagLS approach are also presented. The MagLS HRTF was
computed as described in [48] with a cut-off frequency of 2 kHz,
as suggested in [25]. Fig. 5 shows the broadband ED as a function
of the PW incident angle, for N = 2 and N = 4. The figure
shows that the EDs across PW incident angles are significantly
reduced with the Bilateral Ambisonics reproduction compared
to the Basic Ambisonics reproduction method; similar outcomes



BEN-HUR et al.: BINAURAL REPRODUCTION BASED ON BILATERAL AMBISONICS AND EAR-ALIGNED HRTFS 907

Fig. 5. Broadband ED, as in Eq. (9), as a function of PW arrival direction, for order truncated ((a) N = 2, (b) N = 4) left-ear binaural signals, relative to a
high-order (N = 41) reference, calculated according to Eq. (19) using Basic Ambisonics reproduction (top), Basic Ambisonics reproduction with equalization [21]
(second row), Basic Ambisonics reproduction with MagLS [25] (third row), and according to Eq. (20) using Bilateral Ambisonics reproduction (bottom), with
HRTF of KEMAR. Color represents difference in dB.

Fig. 6. NMSE of binaural signals computed for sound-fields composed of a single PW, averaged over 770 PW directions (distributed according to a Lebedev
grid), with HRTF of KEMAR. The NMSE is computed using Eq. (7), with Basic Ambisonics reproduction, Basic Ambisonics reproduction with equalization [21],
Basic Ambisonics reproduction with MagLS [25], and with Bilateral Ambisonics reproduction (dashed lines), with (a) N = 2 and (b) N = 4, and a high-order
reference with N = 41. The dashed vertical line represents the cut-off frequency at kr = N .

are also found for the MagLS approach. With both the Bilateral
Ambisonics reproduction and the MagLS, the differences at the
ipsilateral incident angles (0◦ ≤ φ ≤ 180◦) are nearly 0 dB for
N = 4, compared to 5 dB for the equalized signal, and less than
1.5 dB for N = 2, compared to 7 dB for the equalized signal.
Some larger differences are observed at the contralateral incident
angles (180◦ ≤ φ ≤ 360◦), with up to 3 dB for N = 4 and up to
5 dB for N = 2.

Fig. 6 shows the NMSE for the same binaural signals, com-
puted using Eq. (7) averaged across all directions. The figure

demonstrates the improvement in the accuracy of the Bilateral
Ambisonics reproduction, compared to the Basic Ambisonics
reproduction methods, where at high frequencies, above the
cut-off frequency at kr = N and up to about 6 kHz for N = 2
and 15 kHz for N = 4, the errors are lower by 10-20 dB.

These ED and NMSE results suggest that the main advantage
of the Bilateral Ambisonics reproduction compared to the state-
of-the-art Ambisonics reproduction with MagLS is its ability to
preserve the binaural signal phase information with Ambisonics
of low SH order.
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Fig. 7. ITDs and ITD errors as a function of azimuth angle, calculated
as described in Section IV-A, for binaural signals computed for sound-fields
composed of a single PW from 500 directions on the left horizontal plane (the
right side is symmetrical), with HRTF of KEMAR. The signals were computed
using (a) the Basic Ambisonics reproduction, as in Eq. (19), and (b) the Bilateral
Ambisonics reproduction, as in Eq. (20).

F. ITD and ILD Analysis

The ITD and ITD error, as defined in IV-A-(iii) and Eq. (10),
were computed for both evaluated reproduction methods with
low-orders (N = 1, 2, 4), and relative to the high-order reference
(N = 41), for a single PW with an incident angle that varies over
500 directions, distributed uniformly across the left horizontal
plane (θ = 90◦; 0◦ ≤ φ ≤ 180◦). The HRTF of KEMAR was
employed in this case (and not the ideal sphere), to better model
human hearing. Fig. 7 shows the ITDs and the ITD error, as a
function of azimuth angle, for both the Basic and the Bilateral
Ambisonics-based signals. It may be interesting to compare
these errors to just notable differences (JND) values. As reported
by Andreopoulou and Katz [44], the JND for the ITD ranges
between about 40μ s (for the frontal direction), and about 100μ
s (for the lateral directions). The figure shows that with Basic
Ambisonics reproduction, ITD error is below the JND only with
N = 4. Surprisingly, with Bilateral Ambisonics reproduction,
ITD error below JND is achieved already at N = 1. This clearly
shows the superiority of the Bilateral Ambisonics reproduction
with respect to this important cue.

The ILD and ILD error, as defined in Eqs. (13) and (14),
were computed in a similar manner, i.e. for both evaluated
reproduction methods with low-orders and relative to the high-
order reference, and for the same 500 PWs and HRTFs. Fig. 8

Fig. 8. ILDs and ILD errors as a function of azimuth angle, calculated as
described in Section IV-A using Eq. (13), for binaural signals computed for
sound-fields composed of a single PW from 500 directions on the left horizontal
plane (the right side is symmetrical), with HRTF of KEMAR. The signals were
computed using (a) the Basic Ambisonics reproduction, as in Eq. (19), and (b)
the Bilateral Ambisonics reproduction, as in Eq. (20).

shows the ILD and ILD error. The figure shows that with Basic
Ambisonics reproduction, ILD errors are above the JND, which
is shown to be around 1 dB [49], [50], even with N = 4. With
Bilateral Ambisonics reproduction, the errors for N = 4 are
below the JND for most angles. The relatively high errors at
the lateral angles compared to the frontal and backward angles
are expected because the ILD in the front and back is close to
zero, and, because the HRTF model is symmetric, the errors are
expected to be small at these angles. Nevertheless, the Bilateral
Ambisonics reproduction led to substantially lower ILD errors
compared to the Basic Ambisonics reproduction.

V. SUBJECTIVE EVALUATION

The objective results presented in Section IV, suggest that
using the proposed Bilateral Ambisonics reproduction method
to reproduce binaural signals in the SH domain with low SH
orders achieves better performance compared to the Basic Am-
bisonics reproduction. With the aim of validating these results
perceptually, a listening test was conducted.

A. Methodology

Room impulse responses in a rectangular room of dimensions
8× 6× 4m were simulated using the image method [51]. Room
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boundaries were characterized with a reflection coefficient of
0.8, leading to a reverberation time of T60 = 0.53 s and a critical
distance rcd = 1.07 m. A simulated spherical microphone array
was positioned at (x, y, z) = (4, 3, 1.7) m in the room, and an
omni-directional source at (5.2, 3.7, 1.7) m, which is a distance
of 1.4 m and an angle of 30◦ to the left of the array, relative
to the HRTF coordinate system. For the Bilateral Ambisonics
reproduction, two simulated arrays were placed at the position
of the ears, as described in Fig. 1, with ra = 8.75 cm. The PW
density functions, anm(k) and aL/R

nm (k), were computed directly
in the SH domain using the data on image sources provided by
the image method and the source signal. These were computed at
the desired SH order, such that no spatial aliasing is introduced
in the simulation.

The HRTF set used in this experiment is the measured HRTF
from the Cologne HRTF database for the Neumann KU100
dummy head [52]. The ear-aligned HRTF was computed as in
Eq. (4) with the parameters ra = 8.75 cm and the positions of
the ears at θ = 90◦, φ = 90◦, 270◦ for the left and right ears,
respectively.

The binaural signals were computed using the Basic Am-
bisonics reproduction in the SH domain, as described in Sec-
tion II, Eq. (3), with MagLS as outlined in Eqs. (4.57-4.59)
in [48] using a cutoff frequency of 2 kHz, as suggested in [25],
and using the suggested Bilateral Ambisonics reproduction, as
described in Section III, Eq. (6). All signals were convolved
with matching headphone compensation filters, taken from the
Cologne database [52], which were measured on the Neumann
KU100 dummy head.

Three SH orders were selected for perceptual testing based on
the results of the objective analysis and on informal listening,
N = 1, 2 and 4, for both the MagLS and Bilateral Ambison-
ics reproductions. These represent low and mid-range order
Ambisonics. A high-order reference, rendered using the Basic
Ambisonics reproduction with N = 41, was used. Two types
of audio source signals were used: castanets and English male
speech. The castanets were chosen because of their high fre-
quency content and strong transients. The speech was included
as typical real life content for binaural reproduction applications.
The loudness of all signals was equalized to the same level [53].

13 normal hearing subjects (2 females, 11 males, aged 27–50,
mean age 34.8), with experience in critical listening to spatial
audio content, participated in a multiple stimuli with hidden
reference and anchor (MUSHRA) listening experiment [54].
The experiment comprised four separate tests, two for each
audio source signal, with seven test signals in each test (2
reproduction methods × 3 orders + a hidden reference).1 An
explicit anchor was not included to avoid the consequences
of using an inappropriate anchor that may widen the ranking
range, thus unnecessarily compressing the differences between
test signals. The experiment was developed in Matlab [55] and
was shared with the participants using a shared folder. Each
participant performed the experiment using their own computer
and headphones with an appropriate headphone compensation

1The signals are available for listening in the supplementary material, with
the addition of other audio source signals

Fig. 9. Box plot of listening test scores. Each row represents a different audio
source signal. each box represents a different test condition. The box bounds
the interquartile range (IQR) divided by the median, and Tukey-style whiskers
extend to a maximum of 1.5×IQR beyond the box. The notches refer to a 95%
confidence interval [57].

filter from the Cologne database [52]. The participants were
instructed to run the experiment in as quiet an environment as
possible.

At the beginning of the experiment, a training session was con-
ducted. The training comprised two parts: user interface training
and signals familiarization. The purpose of the training session
was to assist the participants in achieving the following: (i) user
interface training: to learn how to use the test equipment and the
grading scale; and (ii) signals familiarization: to become familiar
with all the test signals and their quality level ranges. The
participants were asked to rate the relative differences between
the reference and the test signals on a scale from 0 to 100, where
a score of 100 means that the signal is not differentiable from the
reference, and values downwards towards 0 mean larger differ-
ences with respect to the reference. As both spatial and spectral
artifacts are expected due to low order reproduction [17]–[19],
the possible differences were described to the participants as
either spatial artifacts, time varying artifacts or spectral artifacts,
with the aim of evaluating the overall differences between the
test signals. The participants were instructed not to move their
head while listening, as no head tracking was available during
playback.

B. Results

Listening test results for all conditions and 11 subjects are
shown in Fig. 9 by means of standard box plots. 2 subjects
were excluded from the results because in at least one of the
tests they rated the hidden reference with a score lower than
80. Each row shows the results of a different audio source
signal. Results indicate a clear perceptual improvement for the
proposed Bilateral Ambisonics reproduction method compared
to the Basic+MagLS Ambisonics reproduction. A three-factorial
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repeated measure ANOVA with the factors “SH order” (N = 1,
2, 4), “Reproduction” (Basic+MagLS, Bilateral) and “Audio
source signal” (Castanets, Speech), paired with a Tukey-Kramer
post hoc test at a confidence level of 95%, was used to determine
the statistical significance of the results [54], [56]. The main
effects for all factors are statistically significant (F(2204) =
74.1, F(1204) = 162.66 and F(1204) = 126.91 for “SH order,”
“Reproduction” and “Audio source signal,” respectively, with
pval < 0.001 for all of them). The interaction effect between the
“SH order” and “Reproduction” is also statistically significant
(F(2204) = 16.06, pval < 0.001), which means that the effect of
SH order on the perceived difference under different reproduc-
tion methods is significantly different.

Following the main effect of the “Reproduction” factor, pair-
wise comparisons between the test signals for this factor reveal
that with both audio source signals 1st order Bilateral Am-
bisonics reproduction achieved statistically significantly higher
scores compared to 1st and 2nd order Basic+MagLS Ambisonics
reproduction (pval < 0.001). In addition, the median scores for
the 1st order Bilateral Ambisonics reproduction are comparable
to, or even higher than, the 4th order Basic+MagLS Ambisonics
reproduction (70.5 compared to 38.5,pval < 0.001, for Castanets
and 92 compared to 78.5, pval = 0.21, for speech).

Pairwise comparisons between the test signals and the ref-
erence reveal that with Bilateral Ambisonics reproduction the
ratings of all tested signals (except for Castanets with N = 1)
were not significantly different from the reference (pval > 0.31).
On the other hand, using the Basic+MagLS Ambisonics repro-
duction, orders N = 1 and 2 are significantly different from
the reference in all audio source signals, and with Castanets,
even order N = 4 is significantly different from the reference.
This further demonstrate the perceptual benefits of Bilateral
Ambisonics compared to Basic+MagLS Ambisonics.

VI. DISCUSSION

Both objective and subjective results presented in this paper
suggest that Bilateral Ambisonics reproduction can produce high
quality virtual sounds using relatively low-order reproduction.
This section will summarize the results presented in the paper
and discuss their implications for practical use of the proposed
method.

A. Results Summary

Section IV provided a comprehensive objective analysis that
demonstrates the advantages of the proposed Bilateral Ambison-
ics reproduction method, in terms of reproduction errors and
binaural cues preservation, over Basic binaural reproduction in
the SH domain. The perceptual evaluation reported in Section V
verified the results of the objective analysis and revealed that
using Bilateral Ambisonics reproduction with SH orders as low
as N = 1 has significant perceptual benefits over the Basic
Ambisonics reproduction. The configuration with N = 1 can
be seen as being equivalent to the Binaural B-Format configura-
tion [32]. Results showed that the 1st order Bilateral Ambisonics
reproduction achieved similar, or even higher, scores than those

for the 4th order Basic+MagLS Ambisonics reproduction. More-
over, 2nd order Bilateral Ambisonics reproduction achieved
similar scores to those of the high-order reference for all tested
audio source signals.

The perceptual results obtained for the Basic+MagLS Am-
bisonics reproduction are consistent with those found in previous
literature. In [18], the Basic Ambisonics reproduction with a
spectral equalization filter was evaluated, and it was shown that
for a speech signal in a simulated environment, participants in
the experiment claimed perceptual indifference in the case of
signals of order 6 and above, compared to a high-order reference.
A recent study by Ahrens and Andersson [20] showed that for
binaural reproduction from spherical microphone array record-
ings, order 8 or higher is required for reproducing virtual sound
that is deemed perceptually indifferent compared to a ground
truth dummy head measurement. Additionally, they reported
that the room has no effect on the ratings, which suggests that
the perceptual results presented in Section V can be generalized
to other acoustic scenarios. However, they also concluded that
the virtual sound source location has a significant effect on the
perception at low orders, which is in agreement with the results
presented in Secs. IV-E and IV-F, where the errors are shown to
be direction dependent. Perception evaluation of the proposed
method with different sound source locations is suggested for
future work.

Recently, Zaunschirm el al. [24] proposed a method for low-
order binaural reproduction in the SH domain using frequency-
dependent time-aligned HRTFs followed by a diffuse-field op-
timization. As presented in [31], time-alignment of the HRTF
has a similar influence to that of ear-alignment in terms of SH
order reduction. However, in their time-aligned reproduction,
the linear-phase component of the HRTF is completely removed
at high frequencies, while in the proposed Bilateral Ambison-
ics reproduction method, presented in the current paper, the
complex phase component of the HRTF is preserved over the
entire frequency bandwidth. Moreover, the perceptual results
presented in [24] led to the conclusion that, using their repro-
duction method, a SH order of N = 5 is required in order to
achieve similar performance to that of a high-order reference.

A recent study by Lübeck et al. [30] presented a comprehen-
sive comparison between different reproduction methods. They
evaluated the perceived differences between a dummy-head
recording, as the reference, and binaural signals reproduced
from spherical microphone arrays of different orders. As part of
thier subjective evaluation they compared the Basic Ambisonics
reproduction with equalization and tapering (same as used in
Section IV) and with the MagLS approach (same as used in Secs.
IV and V), which is an advancement of the frequency-dependent
time-alignment method [24] discussed above. They concluded
that both methods perform similarly in improving the raw Basic
Ambisonics reproduction. However, small differences compared
to the reference are still observed up to order N = 7, with
both methods. These results are in agreement with the results
presented in the perceptual evaluation in Section V. Further-
more, a preliminary experiment, where the Basic Ambisonics
reproduction with equalization and tapering was evaluated in
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comparison to the proposed Bilateral Ambisonics reproduction,
showed similar results as with the MagLS approach.2

It is important to note here that the results presented in
Section V for the MagLS approach, where the low order sig-
nals are perceived as significantly different than the reference
(especially for the Castanets source signal), can be explained, to
some extent, by the specific implementation of the approach. As
described in [25], the implementation of the MagLS approach
requires an optimization process for the estimation above the
chosen cutoff frequency. The implementation performed in Sec-
tion V followed the steps described in [48], which eliminates the
need for optimization by an iterative process that smooths the
HRTF phase above the cutoff frequency. Although this results in
a smoothed phase, the process still introduces errors around the
cutoff frequency (as can be seen in Fig. 6). These errors cause
audible artifacts, that were described by some of the participants
as “high-frequency beeping or hissing.” These artifacts are more
noticeable in the Castanets signal due to its high energy around
the chosen cutoff frequency of 2 kHz, and might be also em-
phasized by the transients in the stimulus. Choosing a different
cutoff frequency tailored to a specific signal, reduce some of
the audible artifacts, but may also introduce new artifacts. In this
work the MagLS as published in [25] and [48] was employed,
while the design of signal-tailored MagLS is beyond the scope
of this paper and is left for future research.

B. Application of the Proposed Method

The proposed method could be relevant for a wide range of
binaural reproduction applications. While the SH coefficients
of the ear-aligned HRTF can be readily computed from a
typical HRTF [31], the SH coefficients of the sound-field at
the position of the ears is typically not available. In the case
where the sound-field is generated using numerical simulations,
the Bilateral Ambisonics signals can be directly simulated at
the two ear positions. This will require twice the number of
SH coefficients compared to Basic Ambisonics reproduction.
However, the perceptual results presented in this paper show
that Bilateral Ambisonics reproduction using only the 1st
order is comparable to, or even better than, Basic Ambisonics
reproduction using the 4th order (in the sense of lower difference
compared to a high order reference). Therefore, the number
of required coefficients for Bilateral Ambisonics reproduction
of the same (or better) quality compared to Basic Ambisonics
could be smaller by about 70%, i.e. 8 coefficients representing
the 1st order at the two ears, compared to 25 coefficients
representing the Basic Ambisonics 4th order.

In the case of binaural reproduction based on sound-field mea-
surements, the Bilateral Ambisonics signals can be derived from
two microphone array measurements at the positions of the ears.
For 1st order recordings, as suggested by Jot et al. [32], one can
use two 4-channel sound-field microphones [40], and for 3 rd or
4th order recordings, one can use the 32-channel Eigenmike [36].
Although requiring two microphone arrays may complicate the

2The signals are available for listening in the supplementary material at http:
//www.ee.bgu.ac.il/∼acl

recording procedure, it may lead to a more efficient represen-
tation of the spatial audio recording and to a more accurate
binaural reproduction. It is important to note here that using
such a procedure will result in a static binaural reproduction, i.e.
incorporating head-tracking will require further processing, e.g.
by using post-processing algorithms such as in [58]. Another
possibility is to estimate the Bilateral Ambisonics signals from
standard recordings at the center of the head, e.g. by sound-field
translation [59]–[62]. The incorporation of the sound-field es-
timation and head-tracking processing algorithms in Bilateral
Ambisonics reproduction is suggested for future work.

VII. CONCLUSION

The current paper presented a method for binaural reproduc-
tion in the SH domain based on Bilateral Ambisonics and ear-
aligned HRTFs, which may be seen as an extension to the Bin-
aural B-Format method. The proposed method has been shown
to overcome the limitation imposed by low-order reproduction,
where the main source of errors is the truncation of the HRTF.
Using an ear-aligned HRTF together with a sound-field mea-
sured or simulated at the position of the ears, one can reproduce
a low-order binaural signal with relatively small reproduction
errors. Results of objective and subjective evaluations indicate
that Bilateral Ambisonics reproduction with an order as low as
N = 1 achieves similar results to the state-of-the-art 4th order
Basic Ambisonics reproduction with MagLS, and that 2nd order
Bilateral Ambisonics reproduction can reproduce virtual sounds
that are highly similar to a high-order reproduction.
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