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Figure 1: (Left) A virtual reality (VR) display simulator that emulates the optical distortions produced by any type of viewing
optic. (Right) Representative study results. Data is collected using theAEPsych framework [Owen et al. 2021], which accelerates
high-dimensional psychophysical studies. As a result, we report and analyze the first user studies of VR distortion correction
that examine the joint requirements for eye tracking bias in three dimensions and latency.

ABSTRACT
We present a virtual reality display system simulator that accurately
reproduces gaze-contingent distortions created by any viewing
optic. The simulator hardware supports rapid prototyping by pre-
senting stereoscopic distortions on a high-speed television paired
with shutter glasses, eliminating the need to fabricate physical
optics. We further introduce light field portals as an efficient and
general-purpose representation for VR optics, enabling real-time
emulation using our simulator. This platform is used to conduct the
first user study of perceptual requirements for eye-tracked optical
distortion correction. Because our hardware platform facilitates
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consistent head and eye movements, it enables direct comparison
of these requirements across observers, optical designs, and scene
content. We conclude by introducing a simple binocular distortion
metric, built using light field portals, which agrees with key trends
identified in the user study and lays a foundation for the design of
perceptually-based distortion metrics and correction schemes.
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1 INTRODUCTION
Virtual reality (VR) headsets offer a uniquely immersive visual ex-
perience, enabled by modern near-eye viewing optics with compact
form factors and wide fields of view (FOV) [Koulieris et al. 2019].
However, these optics produce a number of visual artifacts that
are not seen with direct-view displays, such as significant optical
distortion. In practice, this is mitigated by warping the displayed
image, resulting in the barrel-distorted imagery synonymous with
VR [Robinett and Rolland 1993; Rolland and Hopkins 1993]. While
such distortion correction generally straightens otherwise distorted
lines, it only provides complete elimination of residual optical distor-
tions when the entrance pupil of the eye is at the nominal, designed
location. If the rendered distortion correction does not update with
eye movement, the apparent optical distortion will continually
change—a phenomenon known as pupil swim [Geng et al. 2018].

The user impact of pupil swim is fundamentally a perceptual
question: what type and magnitude of residual optical distortions
are imperceptible? We note that visual sensitivity to motion is
higher than visual acuity [Mckee and Nakayama 1984]; thus, it is
the dynamic nature of pupil swim that may make it particularly
noticeable. In theory, eye-tracked dynamic distortion correction
(DDC) could be applied, updating the rendered distortion correc-
tion to account for movement of the eyes, as reported by an eye
tracker. However, DDC presents practical challenges, as neither the
eye tracking system nor the optical distortion model will be fully
accurate (e.g., due to manufacturing errors). As a result, residual,
uncorrected distortions will exist in practice. While a geometric
analysis can determine the residual distortion for a given level of
eye tracking and optical modeling accuracy, such analysis alone is
insufficient to determine the perceptibility of these distortions.

Evaluating the perception of optical distortions in VR headsets
is difficult for many reasons. First, pupil swim is induced by user
eye movements, which are usually accompanied by head and body
movements. Visual-vestibular cue integration influences how visual
cues are interpreted [Butler et al. 2010; Cuturi and MacNeilage 2014;
Fetsch et al. 2009; MacNeilage et al. 2012], so experiments should
be designed with active observers in order to study pupil swim in
an ecologically valid way (i.e., allowing for some degree of natural
eye and head movements). Second, visual signals in the periphery
play an important role in how distortions are perceived [Allison
et al. 1999], so stimuli should be presented to match wide VR FOV
conditions. Third, pupil swim results from viewing displays through
physical optics, and it is challenging to control or even characterize
the distortion seen through real optics when the user’s entrance
pupil positions are unknown. Notably, determining the entrance
pupil positions is even more challenging when the observer moves
their head and eyes.

For these reasons, we identify the need to create a testbed al-
lowing controlled user studies of VR display systems with active
observers. Previously, others have relied on the optics within ex-
isting headsets to produce distortions, and then varied the dis-
tortion correction parameters—using depth, shape, and distance
judgments to illustrate the consequences of incomplete distortion
correction [Hornsey et al. 2020; Knapp and Loomis 2003; Kuhl et al.
2008; Tong et al. 2019, 2020]. However, the residual distortion ob-
served will depend on headset fit, which can be highly variable.

Furthermore, study tasks ask subjects to provide a single, global
judgment to characterize an artifact that has significant spatial and
temporal variations. Correspondingly, performance on such tasks is
not accurate, even when employing direct-view displays [Bradshaw
et al. 1996; Cumming et al. 1991; Guan and Banks 2016; Hartle and
Wilcox 2022; Johnston 1991; Watt et al. 2005]. In this work, we make
the following contributions to address these concerns.

• We build a VR display simulator that accurately reproduces
optical distortions, bypassing the need to physically con-
struct lenses to evaluate their distortion properties.

• We introduce light field portals (LFPs) as an efficient represen-
tation for VR viewing optics, enabling real-time emulation
and correction of gaze-contingent lens distortions.

• We conduct the first psychophysical study of eye tracking re-
quirements for dynamic distortion correction (DDC). Specif-
ically, we study user tolerances for eye tracking bias and la-
tency, highlighting variations in detection thresholds across
different participants, lens designs, and scene content.

• We analyze the study data and present a geometric model,
enabled by LFPs, that agrees with observed trends.

2 RELATEDWORK
Characterizing VR Viewing Optics. Misalignment between the

eye’s entrance pupil and the optical axis of a VR lens is akin to
lens decentration in cameras [Brown 1966]. In previous work, Jones
et al. [2015] characterize these distortions using computer vision
methods. In closely related work, Geng et al. [2018] evaluate how
pupil swim geometrically varies for three VR lenses: a smooth
refractive, a Fresnel, and a polarization-based pancake. Similarly,
Cakmakci et al. [2019] and Cholewiak et al. [2020] model gaze-
contingent lens properties to define a perceptual eyebox. These
works illustrate how to apply geometric analysis to understand the
perceptual implications of various optical design choices. However,
our work is the first to report detailed user studies of VR lens
distortions, using the first binocular model to analyze our results.

Distortion Correction Algorithms. Static distortion correction for
VR optics is a well established technique [Robinett and Rolland 1993;
Rolland and Hopkins 1993]. Martschinke et al. [2019] implement
dynamic distortion correction in an Oculus Rift DK2 with a Pupil
Labs eye tracker. However, their approach is not able to represent
a high-fidelity correction that varies with entrance pupil position,
nor does their implementation account for changes in eye relief
across different individuals or during eye rotations. Other works
like Hullin et al. [2012] and Schrade et al. [2016] can account for
varying pupil positions, but use only a few coefficients to represent
lens distortions (which can have thousands of coefficents). Our LFP
representation can use 100,000s of coefficients to represent the lens
distortion to high accuracies while maintaining real-time frame
rates and allows for a more general approach to aperture sampling.

Perceptual Outcomes for Incomplete Distortion Correction. Pupil
swim is caused by a mismatch between the distortion correction
applied and the distortion correction required. A small number of
studies have explicitly manipulated distortion correction in VR and
found conflicting results. Kuhl et al. [2008] manipulate the degree
of pincushion distortion and find no effect on distance estimation
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from three to six meters. Tong et al. [2019; 2020] manipulate distor-
tion correction parameters and examine the effects of incomplete
distortion on slant-angle estimation of planes, finding significant
bias with inaccurate distortion correction. To our knowledge, our
work is the first to explicitly evaluate the detectability of geometric
distortions from pupil swim.

Distortions from Rendering and Viewing Position Differences. Like
pupil swim, geometric distortions caused by offsets between the
rendering cameras and the viewer’s entrance pupils can be cor-
rected with eye tracking. These perspective distortions are not
the focus of our work, but they are closely related. The geometry
and consequences of “ocular parallax” distortions are documented
by Woods et al. [1993] and Held and Banks [2008]. Hwang and
Peli [2019] examine the optical flow induced by rendering with
incorrect camera parameters as the user moves. Perceptual studies
by Pollack et al. [2012] measure the perceived depth of a rendered
object when the rendering camera is offset from the correct center
of projection. Wann et al. [1995] and Rolland et al. [2004] highlight
potential distortions when amoving entrance pupil is not accounted
for. Similarly, Krajancich et al. [2020] demonstrate improvements in
depth constancy and depth alignment when the rendering cameras
are placed at the entrance pupils, rather than the centers of rotation
for the eyes (an offset of about 8mm). In our work we account
for ocular parallax, correctly updating our rendering cameras to
correspond with the entrance pupils of the user’s eyes.

3 A VR DISPLAY SYSTEM SIMULATOR
This section and Section 2 of the supplementary materials describe
the hardware and software elements used to build a VR display dis-
tortion simulator optimized for user studies. Our design ismotivated
by two key choices. First, we desire a means to prototype candidate
VR viewing optics that does not require their physical fabrication,
enabling user studies to rapidly inform optical design iterations.
Second, we aim to facilitate accurate, repeatable vestibulo-ocular
reflex (VOR) eye and head movements that serve as a controlled
means to support active observers in studies.

3.1 Emulating VR Headsets with 3D TVs
Fabricating lenses can take weeks to months from the initial optical
design. As an alternative, we emulate lenses using the simulator
in Figure 2. Custom shutter glasses are synchronized with a large,
high-speed OLED television (LG OLED88ZXPUA) to support stereo-
scopic viewing (resulting in a 60Hz refresh rate for each eye). The
television is positioned 60cm away from the simulator’s center of
rotation, achieving a 125◦×94◦ FOV and an angular resolution of
2.9 arcminutes1,2 for the central pixel when the head is not rotated.

3.2 Why Study VOR Eye Movements?
As established in Sections 1 and 2, a complete investigation of pupil
swim should incorporate active users controlling their own head
and eye movements. However, the parameter space for quantifying
optical distortions is too large to study without enforcing consis-
tent movement across trials. We focus on VOR eye movements
1The instantaneous FOV and resolution vary with user head movement
2The native panel resolution is 7680x4320, so the true resolution is 1.45 arcminutes,
but the display is limited to 3840x2160 when driven at 120Hz.

Figure 2: Our VR display system simulator facilitates repeat-
able, accurately measured head and eye movements. Active
shutter glasses are synchronized to a 120hz OLED display,
enabling stereoscopic image presentation.

because they represent a worst case scenario for pupil swim; image
features are stabilized on the retina while subjected to changing
distortion, and sensitivity to visual-vestibular conflict during VOR
is heightened relative to smooth pursuits [Garzorz and MacNeilage
2017]. Our testbed allows subjects to control their own VOR eye
movements while also ensuring that the head and eye movements
are consistent across trials. This is achieved by attaching a chin
rest and bite bar to a rotary encoder so that the head always moves
along a consistent arc.

3.3 Achieving Accurate Head and Eye Tracking
A key concern when allowing active head and eye movements is
tracking accuracy. Latency, bias, and noise will result in dynamic
errors during simulations and their magnitude may exceed that of
the pupil swim distortions under consideration. The encoders in
our testbed addresses this concern by precisely estimating the head
rotation and translation from the associated mechanical encoder
values (both reported at 1.0kHzwith a latency <200µs). The entrance
pupil positions are estimated by presenting a known fixation target
and applying the eye model of Krajancich et al. [2020],which uses a
7.8mm offset from the eye’s center of rotation to the entrance pupil.
We further measure and compensate for the user’s interpupillary
distance using a pupilometer.

3.4 Light Field Portals
Standard rendering engines can reproduce perspective changes
for tracked head and eye movements. However, to emulate optical
distortions, we require a real-timemethod for simulating light trans-
port through arbitrary viewing optics. Ray tracing for such complex
optical systems is often too expensive to support interactive frame
rates. Instead, we introduce light field portals (LFPs) as an efficient
representation meeting our real-time rendering requirements.

As shown in Figure 3, we model any set of optical elements as
a function that maps rays from an input plane to an output plane.
Provided with this function, ray tracing can be used to compute
the mapping between the visual angles from the entrance pupil to
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pixels on the display. For a given viewing direction, a ray starts
at the entrance pupil and is traced to the input plane of the LFP.
The ray is transformed by the LFP into the corresponding ray on
the other side of the optical stack. The output ray is then traced
in air until it intersects the display. To generate an entire image,
the horizontal and vertical viewing angle space is divided into a
mesh (128×128 triangles). Each mesh vertex establishes the eye-to-
display mapping through the LFP, and each triangle is filled using
interpolation from its three vertices. This mesh-based approach is
easily implemented on standard GPU hardware.

Generating an LFP for a viewing optic requires a large num-
ber of ray traces (typically 100 million) to adequately sample the
eyebox. These rays may be generated using most lens design appli-
cations (e.g., Zemax and Code V). The ray intersections with the
input and output planes are recorded and the LFP representation
is fitted (in the least-squares sense). In our implementation, the
LFP is represented by 4D cubic Hermite polynomials defined on a
low-resolution grid (e.g., 10×10×10×10 nodes), where each node
requires 16 coefficients to account for all first-order derivatives. In
practice, we find that LFP fitting errors are less than 1.4arcmin for
each of the headset architectures we consider in this paper.

Using a rectilinear grid to represent generally round VR optics
can lead to invalid regions of the data grid in the LFP, where input
rays should be discarded instead of traced forward to the display. A
level set function is computed on the same data grid to represent the
valid region, essentially defining the view aperture of the optical
stack in position and angle. The number of coefficients required to
represent the LFP is

(104 nodes) × (16 polynomial coefficients) × (4 outputs)

+ (104 scalar coefficient for the valid level set)
= 810, 000 coefficients,

which amounts to about 3MB of data. One LFP is used per color
channel to account for chromatic aberration. Headsets are binoc-
ular, so approximately 18MB (3×3×2) are required to represent a
complete headset with LFPs. By default, LFPs can represent archi-
tectures where the display moves relative to the optical stack (i.e.,
a varifocal architecture), but LFPs can be simplified for systems
where the display is static. In this case, the output plane of the
LFP is placed directly at the display, eliminating the need to trace
the output LFP ray to the display and the (θ ′x ,θ

′
y ) output of the

LFP can be ignored, reducing the number of stored coefficients by
almost half. A parallel implementation of the LSQR method [Paige
and Saunders 1982] on the GPU is used to fit the ray data to the
LFP. Representations other than cubic Hermite polynomials could
also be used, but the basis functions should have continuous first
derivatives to avoid major artifacts in the distortion computations.

For a given lens design, the LFP representation is not necessar-
ily the best choice in terms of memory usage and efficiency, and
more specialized representations are often available. However, our
LFP representation is versatile and well suited for our purposes
since it can represent any reasonable lens system. This enables the
rapid evaluation of new lens designs, regardless of their complexity,
without changing our software pipeline.

Figure 3: A light field portal (LFP) represents any optical sys-
tem as a 4D function. Instead of tracing rays through mul-
tiple lenses (gray), the LFP function maps a 4D ray from an
input plane (red) to an output plane (green). The rays are
propagated to a display (blue) to compute the mapping be-
tween view angles and display pixels for any pupil position.

4 DISTORTION CORRECTION USER STUDY
This section describes a psychophysical study measuring the eye
tracking requirements necessary to eliminate perceived pupil swim
in a VR environment. Raw data and additional implementation
details can be found in Section 1 of the supplementary materials.

4.1 Stimulus and Task
The stimulus used to present distortion is more complex than tra-
ditional low-level psychophysical stimuli (e.g., spatial frequency
gratings), so higher variability across subjects is expected. To ad-
dress this, we employed a more time-intensive, two-interval forced
choice procedure, instead of a faster but more subjective yes/no
judgment. In each interval participants were asked to fixate on a
target in a text or 3D scene (Figure 1) during a horizontal VOR eye
movement. Users were not instructed to make their VOR move-
ments with any particular magnitude or frequency and they con-
trolled the speed, duration, and magnitude of their head rotation.
The scene in each interval was identical and both were rendered
with DDC. However, one interval applied distortion correction with
simulated eye tracking error and the other applied the correction
without error; i.e., one interval contained distortion and the other
was distortion-free. The two intervals were randomly ordered and
subjects were asked to identify which interval contained distor-
tion. When eye tracking errors led to distortions below a detectable
threshold, subjects would identify the distorted interval at chance
(50%) and at 100% when eye tracking error led to easily detectable
distortion. Acceptable eye tracking performance was defined by the
values of eye tracking error when distortion could be accurately
identified 75% of the time.

4.2 A Nonparametric Model for Psychophysics
Traditional psychometric-function-based techniques, including adap-
tive methods such a QUEST [Watson and Pelli 1983] and QUEST+
[Watson 2017], can easily require 10 or more hours of data collec-
tion when applied to problems beyond three or more dimensions.
This is because the total trials required to explore a problem space
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Figure 4: (Left) Eye tracking requirements to eliminate perceptible distortions with dynamic distortion correction while view-
ing text with the pancake optic for five participants. Each surface describes the acceptable eye tracking bias for different
observers in the x-, y-, and z-dimensions of the eyebox. (Center) Participant P2 DDC eye tracking requirements for text and
3D content viewed with pancake and refractive lenses. (Right) The same data for Participant P3.

scales exponentially with the number of dimensions. A recent line
of research on nonparametric models for the psychometric func-
tion [Gardner et al. 2015; Owen et al. 2021; Schlittenlacher et al.
2020, 2018; Song et al. 2017, 2018] provides a more efficient alterna-
tive. We utilized this approach by employing a Gaussian process
model for the psychometric field from the AEPsych adaptive tool-
box [Owen et al. 2021] and combined it with a space-filling Sobol
quasi-random sequence [Sobol 1967] to guide data collection in the
three dimensions of eye tracking bias for the studies in Sections 4.3
and 4.4. The combination of the space-filling design and flexible
psychometric model enabled data capture for the entire 3D volume
in as few as 299 trials compared to >2,500 trials using traditional
methods. In Section 4.5 we used an adaptive sampling method de-
veloped by Letham et al. [2022] to map out continuous predictions
over the full psychometric field for latency as a fourth dimension
with just an additional 442 trials, a significant reduction from the
estimated >10,000 trials required using traditional methods. Addi-
tional discussion on trial estimates and the use of AEPsych can be
found in Section 1 of the supplementary materials.

4.3 Pancake Optic with Text
In the first experiment, six participants (two authors and four
naive subjects, ages 23-33) performed the task in Section 4.1, for a
polarization-based folded pancake optical design (Figure 1), while
viewing text displayed on a plane coincident with the television.
Specifically, we assessed the pancake lens published by Geng et
al. [2018] (see their Figure 2). Each participant collected 299-909
trials, with the extracted detection thresholds shown on the left of
Figure 4 (see the supplementary materials for additional results).
Participants 3 and 6 (P3 and P6) usually wear eyeglasses, but did not
wear them to avoid pupil swim from their own corrective lenses.
Without their glasses, P3 had 20/30 vision, P6 had 20/40 vision; all
other subjects had 20/20 vision. Likely due to reduced visual acuity,
P6’s thresholds are significantly larger than others’ (thus, their data

is excluded in Figure 4, but is included in the supplementary materi-
als). Significant variability exists between subjects: P1 exhibits the
most sensitivity to eye tracking errors, and P5 and P6 show the least.
Interestingly, all subjects are less sensitive to errors along the y-axis
compared to the x-axis. Several observers are also more sensitive
to eye relief (z-axis) errors towards the display compared to away.
We explore some of these effects in more detail in Section 5.

4.4 Impacts of Optics and Scene Content
Next we examine the impact of different optical designs and scenes.
The study from Section 4.3 was repeated using the smooth refrac-
tive lens published by Geng et al. [2018]. While pancake lenses
apply a secondary reflective surface to minimize pupil swim, refrac-
tive lenses contain only two optical surfaces and, correspondingly,
generally exhibit larger pupil swim. Thus, eye tracking errors are ex-
pected to more negatively impact DDC for refractive lenses, but to
an unknown perceptual extent. In this study, we further considered
a 3D scene in addition to the text scene (see Figure 1). Participants
P2 and P3 were subjects in this study and used a bite bar while
viewing the 3D scene to further stabilize their heads during VOR
movements, minimizing ocular parallax errors (Section 2). The re-
sults are shown in the two plots on the right of Figure 4. The varying
responses to different optical designs and scene content are readily
apparent for both participants. Eye tracking requirements are sig-
nificantly relaxed for the pancake design (yellow and blue contours)
compared to the refractive lens (green and purple contours). For a
given optical design, eye tracking requirements are less stringent
for 3D content (yellow and green contours) relative to text (blue
and purple contours) for both participants.

4.5 Eye Tracking Latency Requirements
In addition to inaccuracy in the x-, y-, and z-dimensions, eye track-
ing error can also be introduced through latency. We simulated
eye tracking latency by storing previous head rotation values from
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Figure 5: Eye tracking requirements to eliminate perceptible distortions with dynamic distortion correction while viewing
text with the pancake optic for P2. Each plot shows the acceptable latency for a given amount of eye tracking bias in the x-, y-,
and z-dimensions of the eyebox. Each column represents a fixed amount of entrance pupil position bias in depth. Plots with
the largest shaded regions represent conditions with the least stringent eye tracking requirements.

the 1,000Hz rotary encoder in a rolling buffer and computing eye
positions using a delayed head rotation during the VOR movement.
Introducing latency as a fourth dimension to our study would have
added additional inefficiency when using a space-filling Sobol gen-
erator, as a larger volume of the problem space is either well-above
or well-below threshold. We instead used a model-based adaptive
sampling method called EAVC [Letham et al. 2022] to increase
sampling efficiency. In Figure 5, 442 points were collected using
this adaptive method and combined with P2’s 909 trials from Fig-
ure 4. Each column represents different amounts of eye tracking
bias along the z-axis for the pancake lens while viewing text. The
shaded region in each individual plot represents the combination
of eye tracking latency and bias along the x- and y-axes and a fixed
value of eye tracking bias along the z-axis, where DDC with eye
tracking error is perceptually indistinguishable from a distortion-
free stimulus. White regions in each plot represent combinations
of eye tracking bias in x, y, and z, where DDC with those values
results in distortions that are always visible. As expected, larger
amounts of latency are tolerated when the eye tracking errors are
smallest. In the best case scenario, when eye tracking errors are
zero in all dimensions, latency as small as 8ms is detectable. Note
that this value represents additional latency added to our system’s
inherent latency.

5 MODELING USER STUDY RESULTS
This section analyzes key trends from the user study using a new
geometric model and associated distortion metric (Figure 6). Impor-
tantly, this metric considers the differences in distortion introduced
to the left and right eyes as well as the underlying geometry of the
content being rendered. The metric is built with our LFP framework
and compares the intended 3D geometry of a scene to the geometry
observed when emulating DDCwith eye tracking errors. The distor-
tion metric is a simple sum of the differences in binocular disparity
in these two conditions over the entire set of images observed dur-
ing a head and eye movement specified in the rendering engine (in
this case a ±25◦ horizontal VOR with a horizontal offset of 8.5cm
from the center of rotation). To compute the error, the scene is first
rendered from the viewpoint centered between the eyes. Each pixel
from the cyclopean view is projected into its corresponding 3D

scene point and from there, each point is projected into the user’s
left and right views. By comparing the binocular disparity of each
3D point, with and without eye tracking errors, we produce an
error map across the field of view. The final metric is the averaged
binocular disparity difference across the field of view, expressed in
arcminutes. Many additions to emulate the human visual system
could be added to the metric, but even this basic geometric model
predicts some key trends observed in Section 4.

Asymmetries in Eye Relief. The acceptable range of eye tracking
errors in x and y is considerably smaller for several observers when
eye relief errors place the eye towards the optics. For example, in
the second and third rows of Figure 1, the contours representing
acceptable error are smaller for negative values of eye relief error.
The same trend can be seen for additional observers in Figure 1 of
the supplementary materials. The bottom left of Figure 6 shows
corresponding simulations using our binocular metric with eye
relief error. For a fixed eye relief error, the metric is integrated over
a ±25◦ VOR movement with x and y eye tracking errors within
±2mm. The metric minimum is shifted towards positive values of
eye relief error and increases faster in the negative direction. Thus,
both the user study and metric indicate that eye relief errors have
an asymmetric impact on DDC for the pancake optic.

Anisotropy in X and Y. Figure 1 also indicates that acceptable eye
tracking error contours are more elongated in y than in x for partic-
ipant P2, a trend which is mirrored by several other participants in
Figure 1 of the supplementary materials. Figure 6 shows our binoc-
ular metric, but instead aggregated over eye tracking errors fixed
along the x or y axes. For a given value of horizontal eye tracking
error we set the y-axis and eye relief errors to 0 and integrate the
metric over a ±25◦ VOR movement. We use the same process for
the y-axis error plot, but with the roles of x and y reversed. Like
the eye relief analysis, the prediction of the binocular metric agrees
with the trends identified in the user study.

Differences in Optical Design. For both P2 and P3, the pancake
optic can tolerate more eye tracking error for DDC compared to the
smooth refractive lens (center and right panels of Figure 4). Using
our binocular metric, we sum the overall distortion for the two lens
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designs as x, y, and z eye tracking errors vary over ±2mm for a VOR
motion of ±25◦. The metric is 8.48 arcmin for the smooth refractive
lens and 5.74 arcmin for the pancake lens. This indicates that the
same eye tracking errors for DDC lead to more error when applied
to the refractive optic, which again agrees with the user study data.
This result is expected as the pancake lens has properties which
allow its design to reduce pupil swim [Geng et al. 2018].

Effects of Scene Content. Figure 1 and Figure 4 show that scene
content has a significant impact on measured user tolerances to
DDC eye tracking errors. However, when comparing our binocular
metric for the smooth refractive lens between the two scenes in
the user study, we compute a metric of 8.48 arcmin for the 3D
scene and 8.10 arcmin for the text scene, which is negligible. This
result indicates a likely limitation of our metric. Even though the
scene content is part of the metric formulation, the model fails to
reproduce this trend we find in the user study data. A necessary
direction for future work is to develop models that better assess
the effect of scene content on pupil swim perception, for example,
to better account for the spatial and temporal properties of the
introduced disparity errors.

Figure 6: (Top) Binocular distortionmetric. The scene is ren-
dered from a cyclopean camera (red). Pixels are reprojected
to 3D and then projected into the user’s left and right eyes.
Using the LFPs for each lens, we compute the disparity that
the viewer will perceive for each point when viewing con-
tent rendered using DDC with and without tracking errors
(green and blue lines respectively). The distortion metric is
the average binocular disparity difference between the two
conditions. (Bottom Left) Metric for eye tracking errors in z.
(Bottom Right) Metric for eye tracking errors in x and y.

6 CONCLUSION AND FUTUREWORK
We built a binocular VR display system simulator for rapid proto-
typing of viewing optics that also serves as a user study testbed;
designed and ran the first user study protocol to directly measure
the acceptable eye tracking errors for DDC and found differences
across observers, optical designs, and scenes; and, finally, intro-
duced a binocular metric that agrees with many trends observed
in the user study. We conclude by reviewing current limitations of
our methodology and potential avenues of future work.

User Study Limitations. A small number of observers participated
in the user studies (from n=1 to n=6). While the observed trends
are consistent across observers, they are specific to the optical ar-
chitectures and scene content presented. We believe these results
motivate follow-up work that is required to understand the percep-
tual mechanisms underpinning these differences. Crucially, once
understood, these mechanisms may be applied to drive perceptually
optimized approaches for the design of VR optics and associated
distortion correction algorithms.

Hardware Limitations. The OLED display used in the testbed
offers superior resolution, contrast, and brightness compared to any
commercial VR headset. However, employing a television results in
certain practical limitations for our simulator, including: potential
clipping of the rendered field of view as the user’s head rotates
away from display; a variable level of crosstalk observed with the
shutter glasses (which depends on the rotation angle of the head
relative to the display); temporal artifacts due to time-multiplexed
presentation of stereoscopic content at a limited refresh rate; and
changes in focal distance and resolution as the head moves.

Hardware Upgrades. While our simulator is designed for rapid
prototyping, some of the resulting limitations could be addressed
by mounting VR headsets directly to our chin rest and bite bar
mechanism. In this manner, the system could still accurately esti-
mate the user’s head and eye positions, while allowing studies to
be conducted on the specific display system under consideration.
However, such an approach would eliminate the ability to present
“distortion-free” imagery unless the distortions of the optics were
compensated for in real-time (e.g., using LFPs).

An eye tracker could be mounted to the shutter glasses in our
simulator allowing for direct comparison of the eye tracking signal
with the reference eye position produced by our testbed (i.e., as
estimated by the model applied in our user study when presenting a
known fixation target and measuring the head rotation). In this way,
our simulator may provide a platform to characterize performance
for existing and emerging eye trackers. The eye tracker could also
be used to conduct user studies with free gaze, further expanding
the prototyping and development framework of our simulator for
VR display systems.
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