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ABSTRACT

Spatial audio is an essential part of virtual reality. Unlike synthesized signals, spatial audio captured in the real
world may suffer from background noise which degrades the quality of the signals. While some previous works
have addressed this problem, and suggested methods to attenuate the undesired signals while preserving the desired
signals with minimum distortion, these only succeed partially. Recently, methods aiming to achieve preservation
of the desired signal in its entirety have been proposed, and in this work we study such methods that are based
on time-frequency masking. Two masks were investigated: one in the spherical harmonics (SH) domain, and the
other in the plane wave density (PWD) function domain, referred to here as the spatial domain. These two methods
were compared with a low-end reference method that uses a single maximum directivity beamformer followed
by a single channel time-frequency mask. A subjective investigation was conducted to estimate the performance
of these methods, and showed that the spatial mask preserves the desired sound field better, while the SH mask
preserves the spatial cues of the residual noise better.

1 Introduction

Spatial audio that incorporates spatial information in
the reproduction and playback of sound has become
increasingly popular in recent years in a variety of ap-
plications. One such application is virtual reality, fea-
turing in distance learning, gaming and entertainment,
architectural design, and more [1, 2, 3, 4]. Although
spatial audio signals can be generated artificially, cap-
turing these signals in the real world by microphone
arrays is of great importance in applications such as
the recording of music events, communication in video

conferencing meetings, and for hearing aids [5, 6, 7].
Captured audio in the real world may include, in ad-
dition to desired components such as speech or music,
undesired components such as noise or other interfer-
ences. It may therefore be helpful to attenuate the
undesired components without distorting the spatial
information in the desired components. Despite the
severity of this problem, only a few studies have been
published in the literature that propose solutions to this
challenge.
Approaches for the attenuation of noise in hearing aid
applications are based on the multi-channel Wiener fil-
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ter (MWF) [8, 9, 10, 11, 12] and time-frequency mask-
ing [13, 14]. However, while useful for hearing aids,
the main drawback of these methods is that the incor-
poration of head tracking is not possible. Hence, these
methods are not suitable for virtual reality applications.

Ambisonics signals, on the other hand, can be easily
used to reproduce the binaural signals and also incor-
porate head tracking [15]. The authors in [16, 17]
suggest a method to attenuate the sum of signals per
DOA of the sound field without changing the acoustic
scene, so that directional interferences can be attenu-
ated effectively. However, this method fails when the
undesired signal is an ambient noise. Another method
for enhancing Ambisonics signals proposes estimation
of the source signal by using a maximum directivity
beamformer, and using this estimation to estimate the
desired sound field [18]. However, because this method
assumes a dominant source, performance may degrade
when the source is far from the array. In [19] the au-
thors proposed reproduction of a directional sound field
by estimating the sources with a MWF. This method
may fails as well when the sound field is diffuse.

In this paper, methods that aim to preserve the entire de-
sired sound field, using time-frequency masking, were
investigated. These include: (i) the spherical harmonics
(SH) mask approach from [20], which is extended to the
time-frequency domain; (ii) the second approach out-
lined in [19], which is based on a spatial time-frequency
mask; and (iii) a third method, chosen as a low-end ref-
erence and motivated by [21], based on a single beam-
former with a time-frequency mask. Using listening
tests, it was shown that the method from (ii) preserves
the desired sound better than the method from (i), while
the method from (i) preserves the DOA of the residual
noise better than the method in (ii). Parts of this paper
have been recently included in an extended and more
detailed description of this research [22].

2 Signal model

In this section the signal model in the SH domain (Am-
bisonics signals) and in the plane wave density (PWD)
domain (spatial domain) are presented in the short time
Fourier transform (STFT) domain.

Assume the signal model of a captured sound-field
represented in the Ambisonics domain is:

anm(τ,ν) = ad
nm(τ,ν)+au

nm(τ,ν), (1)

where ad
nm(τ,ν) and au

nm(τ,ν) are (N+1)2×1 vectors
that represent the desired and undesired Ambisonics
signals in the time-frequency domain, where τ is the
time frame and ν is the frequency index. Using the SH
matrix, which is defined as:

Y(Φ) =


yT (Φ1)
yT (Φ2)

...
yT (ΦQ)

 , (2)

where y(Φl) = [Y 0
0 (Φl),Y−1

1 (Φl)Y 0
1 (Φl), ...,Y N

N (Φl)]
T ,

Φ = [Φ1,Φ2, ...,ΦQ] is a vector of Q arbitrary direc-
tions and Y m

n (Φ) denotes the SH functions of order
n and degree m [15], the signal model in the PWD
domain is given by:

a(Φ,τ,ν)=Y(Φ)anm(τ,ν)= ad(Φ,τ,ν)+au(Φ,τ,ν),
(3)

where ad(Φ,τ,ν) and au(Φ,τ,ν) are Q× 1 vectors
of the desired and the undesired signals in the PWD
domain.

3 Wiener masking methods

In this section, three masking methods for noise reduc-
tion are presented.

3.1 Time-Frequency-Spherical Harmonics mask
(TFSH mask)

The TFSH mask is applied to the Ambisonics signals
in the STFT domain. The Wiener mask is defined as:

M(n,m,τ,ν) =
SNR(n,m,τ,ν)

SNR(n,m,τ,ν)+1
, (4)

while here as well the instantaneous SNR is calculated
using oracle information:

SNR(n,m,τ,ν) =
|ad

nm(τ,ν)|2

|au
nm(τ,ν)|2

, (5)

where ad
nm(τ,ν) and au

nm(τ,ν) are the nm’th elements
of the vectors âd

nm(τ,ν) and âu
nm(τ,ν) from Eq. (1),

respectively. The estimator âd
nm(τ,ν) of ad

nm(τ,ν) from
anm(τ,ν) at specific time-frequency bins is given by:

âd
nm(τ,ν) = M(n,m,τ,ν)anm(τ,ν), (6)

where M(n,m,τ,ν) is a (N +1)2× (N +1)2 diagonal
matrix defined by using Eq. (4) as:

M(n,m,τ,ν) =

diag(M(0,0,τ,ν),M(1,(−1),τ,ν), ...,M(N,N,τ,ν)).

(7)
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3.2 Time-Frequency-Space mask (TFS mask)

The TFS mask is applied to the PWD function. The
Wiener mask is defined as:

M(Φq,τ,ν) =
SNR(Φq,τ,ν)

SNR(Φq,τ,ν)+1
, (8)

while here the instantaneous SNR is calculated using
oracle information:

SNR(Φq,τ,ν) =
|ad(Φq,τ,ν)|2

|au(Φq,τ,ν)|2
, (9)

where ad(Φq,τ,ν) and au(Φq,τ,ν) are the q’th ele-
ments of the vectors ad(Φ,τ,ν) and au(Φ,τ,ν) from
Eq. (3), respectively. A diagonal Q×Q matrix of
the Wiener mask in Eq. (8), which is calculated for
q = 1, ...,Q, can be defined as:

M̃(Φ,τ,ν) =

diag(M(Φ1,τ,ν),M(Φ2,τ,ν), ...,M(ΦQ,τ,ν)).

(10)

The estimator âd(Φ,τ,ν) of ad(Φ,τ,ν) from
a(Φ,τ,ν) in a specific time-frequency bin is given by:

âd(Φ,τ,ν) = M̃(Φ,τ,ν)a(Φ,τ,ν). (11)

By using Eq. (3), Eq. (11) can be represented in the
SH domain as:

âd
nm(τ,ν) = M(Φ,τ,ν)anm(τ,ν). (12)

where M(Φ,τ,ν) = Y†(Φ)M̃(Φ,τ,ν)Y(Φ) and
Y†(Φ) = [YH(Φ)Y(Φ)]−1YH(Φ).

3.3 Beamforming followed by masking

As a low-end reference to the other methods, a method
that uses beamforming and a time-frequency mask is
suggested. In this way, only the spatial information of
the direct sound is preserved.

By applying a maximum directivity beamformer in the
DOA of the desired source (Φs) in the SH domain, the
array output is given by:

z(τ,ν) = yT (Φs)anm(τ,ν) = zd(τ,ν)+ zu(τ,ν),
(13)

where y(Φs) is defined in Eq. (2), and zd(τ,ν) =
yT (Φs)ad

nm(τ,ν) and zu(τ,ν) = yT (Φs)au
nm(τ,ν) are

the desired and the undesired signals at the output of
the beamformer, respectively. In order attenuate the
residual noise in the source DOA (Φs), a Wiener mask
is applied to z(τ,ν) in the time-frequency domain. The
Wiener mask is defined as:

M(τ,ν) =
SNR(τ,ν)

SNR(τ,ν)+1
, (14)

while here as well the instantaneous SNR is calculated
using oracle information:

SNR(τ,ν) =
|zd(τ,ν)|2

|zu(τ,ν)|2
. (15)

The estimator ẑd(τ,ν) of zd(τ,ν) from z(τ,ν) is given
by:

ẑd(τ,ν) = M(τ,ν)z(τ,ν). (16)

4 Binaural reproduction

In order to reproduce the binaural signal due to the
desired sound field, the sound pressure at the right ear,
Pr(k), and the left ear, Pr(k), at wave-number k, can be
calculated approximately using the following equation
[23]:

Pr,l(k)∼=
N

∑
n=0

n

∑
m=−n

[ãnm(k)]∗Hr,l
nm(k), (17)

where ãnm(k) = (−1)m[an(−m)(k)]∗ and Hr,l
nm are the

SH coefficients of the head related transfer function
(HRTF) of the left and the right ears. For TFS and
TFSH masks, the binaural signal, denoted as PM

r,l (k), is
reproduced by using an estimator of the desired signal
represented in the frequency domain (âd

nm(k)) and Eq.
(17).

For the beamforming method, due to the single channel
output, as in Eq. (13), only the HRTF in the desired
source DOA (Φs) is used:

PM
r,l (k) = ẑd(k)Hr,l(Φs,k), (18)

where ẑd(k) is the representation of Eq. (16) in the
frequency domain.
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Fig. 1: Schematic of the acoustic scene, showing the
two sources and the human head in the room.

5 Listening test 1 - enhanced desired
signal

Two listening tests were conducted. The first focused
on the capacity of the proposed methods 3 to preserve
the spatial information of the desired signal, while at-
tenuating the undesired signals, and is described below.

5.1 Setup

Two different acoustic scenes, shown schematically in
Fig. 1, were the setting for generating the binaural
signals. The parameters were: s(t) - a desired source
signal due to a single female speaker, SNRin = 0dB,
n(t) - an undesired pink noise, room - a rectangular
room of dimensions 8m × 5m × 3m, with reverbera-
tion time T60 = 0.7s and critical distance rc = 0.74m,
(Φd ,Φu) = (120◦,60◦) and (rd ,ru) = (0.5rc,0.5rc).
The difference between the two scenes lies in the
distance between the sources and the listener’s head,
where in the first scene this distance is half of the crit-
ical distance (rd ,ru) = (0.5rc,0.5rc), and in the sec-
ond this distance twice the critical distance (rd ,ru) =
(2rc,2rc).

5.2 Methodology

A listening test was conducted for both scenes, us-
ing the protocol found in Recommendation ITU-R
BS.1534-1 (MUSHRA, MUltiple Stimuli with Hid-
den Reference and Anchor) [24]. The following five
binaural signals were generated:

1. Reference: a binaural signal generated only by
the desired signal.

2. TFS: a binaural signal generated following the
application of the TFS method.

3. TFSH: a binaural signal generated following the
application of the TFSH method.

4. Beamforming: a binaural signal generated fol-
lowing the application of the beamforming
method.

5. Anchor: a sum of the desired and the undesired
signals, unprocessed, as they are measured at the
center of the microphone array.

All signals were played back using the Matlab (MAT-
LAB R2018b) audio recorder and AKG K702 head-
phones. 16 normal hearing subjects participated in
this experiment. For each MUSHRA screens, the par-
ticipants were asked to rate the overall quality of the
signals relative to the reference signal. The definition
of overall quality comprised five features: External-
ization, Localization, Envelopment, Noise-like artifact
and Distortion, as defined in [25].

5.3 Results

Fig. 2 presents the overall quality results for the two
different scenes. It can be seen that the median scores
of all signals differ with significance p< 0.05 in scenes
1. The median of the TFSH method is much lower
that for the TFS method (23.5 compared to 77), and
also worse than for the Beamforming method (49). In
acoustic scene 2 the median scores of all signals differ
with significance p < 0.05, except for the TFS and the
Reference scores, and the TFS and the TFSH scores.
The TFS and the TFSH methods are highly rated with
medians of 98 and 88, respectively.

6 Listening test 2 - residual noise

The second of the two listening tests focused on the
capacity of the proposed methods (Sec. 3) to preserve
the DOA of the residual noise, and is described below.

6.1 Setup

The experimental setup and parameters for the second
test were the same as for the first, described in the
preceding section, except for the noise signal, which
was changed for each scene: white noise and fan noise,
respectively, for the first and second scenes. For both
scenes (rd ,ru) = (0.5rc,0.5rc).
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(a) Acoustic scene 1.
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(b) Acoustic scene 2.

Fig. 2: Results for the overall quality ratings in scene 1
(a) and scene 2 (b).

6.2 Methodology

In the second experiment the same setup was used, but
four (not five) binaural signals were generated for each
acoustic scene, as follows:

1. Reference: a binaural signal generated by the
unprocessed noise signal.

2. TFS: a binaural signal of the residual noise gener-
ated following the application of the TFS method.

3. TFSH: a binaural signal of the residual noise
generated following the application of the TFSH
method.

4. Anchor: a binaural signal of the noise source, but
relocated to the position of the desired source.

In this listening test, two screens of the MUSHRA test
were generated, where each screen was applied for one
of the two acoustic scenes described in the preceding
section.

Reference TFS TFSH Anchor
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(a) White noise (scene 1).

Reference TFS TFSH Anchor
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(b) Fan noise (scene 2).

Fig. 3: Results for the residual noise’s DOA ratings in
scene 1 (a) and scene 2 (b).

6.3 Results

Fig. 3 presents the results for the two different scenes.
It can be seen that the median scores of all signals
differ with significance p < 0.05 in scenes 1 and 2. In
acoustic scene 1, the median of the TFS method is 36.5,
while for the TFSH method the median is much higher
(80.5). In acoustic scene 2, the median of the TFS
method is 55, while for the TFSH method this result is
considerably higher (81). This clearly indicates that the
TFSH method seems to better preserve the DOA of the
residual noise compared to the TFS method for both
noise types, although actual performance may depend
on noise type.

7 Discussion and Conclusion

In this paper two methods were compared in terms of
(i) preserving spatial information and (ii) preserving
the DOA of residual noise. The methods, referred to as
TFS and TFSH, performed distinctly differently, where
the TFS method outperformed the TFSH method for
the former (desired signal spatial information preser-
vation), and the TFSH method outperformed the TFS
method for the latter (residual noise DOA preservation).
In particular, regarding the preservation of desired sig-
nal spatial information, the performance of the TFSH
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method is sensitive to source-microphone array sep-
aration. Further, with regard to residual noise DOA
preservation, the TFS method is sensitive to the noise
type. For highly reverberant environments with distant
sources, the performance of the two methods is similar,
and the TFSH method may be preferred for this case
since it offers direct processing in the SH domain.
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