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Abstract

This research note highlights the use of raw HSV (Hue, Saturation, Value)
colorspace representation (capturing chromatic-luminance), and true-texture
(matrix-based) representation of images for image mining applications in
the social sciences. Specifically: we focus here on the basics of teaching
computers to ‘think like people’ in making decisions about what visual
content is most interesting or important to human viewers. Our exam-
ples capture the facts that, (a) computers see ‘colors as numbers’, rather
than as meaningful sections of an image, and (b) computers see texture
as ‘numbers’, rather than as meaningful ‘hard’ or ‘soft’ sections of an im-
age. Illustrations are provided using the R packages ‘colorfindr’, ‘glcm’,
‘imager’ and ‘plotly’.

1 Introduction

Marketing and strategic communications experts are fascinated with the goal
of engineering multimedia communication to generate engagement and virality
online (Berger and Milkman, 2012; Akpinar and Berger, 2017). In the case of
visual content, beyond carefully timed campaign scheduling, this engineering
involves: (a) the calculated combination and layout of perceptual design fea-
tures such as morphology, geometry, texture, color and luminance, (b) their
lower-level (pixel-level) building blocks (see: Pieters et al., 2010; Sample et al.,
2019), and (c) balancing information represented as text (e.g. product descrip-
tion, product specification, prices) alongside visual imagery (see: Townsend and
Kahn, 2014 for an extended discussion). Related research dives deeper into vi-
sual semantic interpretation, focusing in particular on high-level features such
as human presence (Bakhshi et al., 2014; Berger and Barasch, 2018; Bruno et
al., 2019; McDuff and Berger, 2019; Hartmann et al., 2020), given the broad
potential of such features to be engineered to shape viewer reactions.
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These basic design considerations (i.e. perceptual image features, text-versus-
imagery balance, and conceptual semantic interpretation), and the benefits of
quantifying them in an efficient manner for empirical research purposes, apply
whether the ‘product’ is for-profit or not-for-profit. Put simply, when it comes
to driving visual engagement and virality, the importance of calculated and mea-
surable design is consistent, regardless of whether the visual message concerns
a commercialized product or service, on the one hand; or, on the other, an ac-
tivist’s message, a social movement, or political call-to-action, as highlighted by
the rise of interest in political communication and social mobilization in online
communities (e.g. Fisher, 2019; Xi et al., 2020).

Recent research in the marketing and consumer psychology literatures also
points toward a need to understand visual data in a more comprehensive man-
ner, to support the answering of new research questions around individual visual
perception and preferences within the broader fields of consumer perception and
sensory marketing (e.g. Matz et al., 2019; Sample et al., 2019). This need is
especially pertinent in the exploration of haptics in marketing communications
(Peck and Childers, 2003; Jha et al., 2020).

Broadly, all visual engineering for strategic communications purposes is an-
chored in clutter cut-through (Pieters et al., 2007; Rosenholtz et al., 2007),
the enablement of processing fluency (Shapiro, 1999; Lee and Labroo, 2004),
and salience and recall maximization (Alba and Chattopadhyay, 1986; Ambler
et al., 2004; Yantis, 2005). To begin to understand such processes in a reli-
able manner that reflects actual human perception thus requires the following:
(a) the measurement of color and luminance based on holistic and data-driven
approaches for combined “chromatic-luminance” extraction and analysis (see:
Pridmore 2009), and, (b) true-texture extraction and analysis (mentioned in:
Balducci and Marinova, 2018) versus ’textural’ feature extraction and analysis.

In summary: we are focused here on colors, lighting and texture – specifically,
the way in which these shape how humans perceive images, and the basics of
teaching computers to ‘think like people’ in making decisions about what visual
content is most interesting and / or important for human viewers (based on
the concept of dividing digital images into components that ‘real people’ can
understand). Our examples capture the facts that (a) computers see ‘colors as
numbers’, rather than as meaningful sections of an image, and (b) computers
see texture in images as ‘numbers’, rather than as meaningful ‘hard’ or ‘soft’
sections of an image.

2 Chromatic-Luminance

The effect of color perception has been widely explored in the marketing and
consumer psychology literatures (e.g. Deng et al., 2010; Labrecque and Milne,
2012; Kareklas et al., 2014; Bakhshi et al., 2015; Hagtvedt and Brasel, 2017;
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Hagtvedt, 2019), as well as within the broader psychology and neuroscience lit-
eratures (Xian and Shevell, 2004; Holmes and Regier, 2017; Jonauskaite et al.,
2019). Color alone is also an important basis for determining regions-of-interest
(ROIs) (Lou et al., 2014), and thus has critical implications for understanding
selective perception, and perceptual grouping (Xian and Shevell, 2004) – that
being the way in which a viewer of visual stimuli quickly summarizes patterns
present within that stimuli to create meaning.

The HSV colorspace (Hue, Saturation, Value) is regarded as an appropriate
representation of human color perception (see: Schwarz, Cowan and Beatty,
1987; Bakhshi and Gilbert, 2015). A practical example of how ROIs can be
determined via the HSV colorspace is illustrated in Figure 1, and was generated
using the R package ‘colorfindr’ (Zumbach, 2019). Figure 1 shows an image with
dominant red, green and blue (RGB) dimensions, as well as what this image
looks like when decomposed into HSV colorspace representation.

Figure 1: HSV Colorspace Example

Figures 2a and 3a further illustrate this concept at different levels of extraction
‘resolution’ (i.e. number of color-points extracted), with prominent background
and foreground colors dominant, and subtler features (the Beagle’s collar in
Figure 2a, and the Beagle’s ball in Figure 3a) noticeably emergent.

Conversely, Figures 2b and 3b show a simple example of color summarization
(given an image with complex gradients, as is the case with photographic im-
ages) – in this case based on the top five most prevalent colors used at the pixel
level (and represented as hexadecimal color palettes). The left panel of Figure
2b shows that, following this simple color summarization approach, the origi-
nal image is treated as largely black and white. Meanwhile, the right panel of
Figure 2b illustrates that, when using an arbitrary bounding box highlighting
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the Beagle’s collar (e.g. versus a data-driven clustering approach), a noticeable
amount of color micro-variation exists (i.e. beyond human perceptual grouping).
Furthermore, Figure 3b shows that the original image (left panel) is treated as
predominantly green (with a large percentage of dark gray), whereas an arbi-
trary bounding box highlighting the Beagle’s ball (right panel) shows perceptible
color micro-variation.

Figure 2a: Beagle in HSV Colorspace (1)

Figure 2b: Hexadecimal Comparison (1) (L: Original, R: ROI)
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Figure 3a: Beagle in HSV Colorspace (2)

Figure 3b: Hexadecimal Comparison (2) (L: Original, R: ROI)

5



The main point here is that by taking a data-driven approach to color feature
extraction (e.g. using clustering approaches – as illustrated in Figures 2a and
3a), much more useful and detailed information about prominent color group-
ings can be captured (relative to a simple color summarization approach – as in
Figures 2b and 3b). This has substantial implications for scientific and indus-
trial image mining, especially along the lines of reducing bias in training sets
and engineering features for supervised machine learning. The use of tractable
abstraction methods (see for example: Gerstner et al., 2013) as a key data pro-
cessing step, should thus be more greatly underscored in the social science image
mining literature.

3 Textural Features and True Texture

Gray-level co-occurrence matrices (GLCM) are quantized representations of im-
ages used as a foundation to calculate a variety of ‘textural’ image features based
on aggregated pixel intensities (Jacobs et al., 2016; Löfstedt et al., 2019; Matz
et al., 2019). Figure 4 shows low-level 2D textural features using the R package
‘glcm’ (Zvoleff, 2019) based on this image. The most basic examples – mean
(top panel) and variance (bottom panel) – are shown here.

In contrast, an approach to true-texture provides a 3D approximation based
only on 2D grayscale pixel intensities. Figure 5 shows a relief plot generated
using the R package ‘plotly’ (Sievert et al. 2019) to provide a true-texture
abstraction / representation of the Beagle’s face as a region-of-interest (ROI).
The input was generated using the R package ‘imager’ (Barthelme et al., 2019),
where matrix elements represent gray-level pixel intensities, and where x and y
represent the 2D borders of the image, and z represents depth.
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Figure 4: Visualization of Mean and Variance Textural Features

The main point here is that although low-level ‘textural’ features provide useful
summarization of the arrangement of pixels within 2D images (e.g. contrast
and entropy and their directionality – see: Brynolfsson et al., 2017), treating
images first as ‘raw’ matrices allows for more comprehensive data-driven anal-
ysis by quantifying and identifying true-texture (e.g. hard, soft) where needed.
Similarly, data-driven approaches focused on true-texture provide better in-
formation for feature engineering (i.e. aligned with human perception). This
relates specifically to true-texture profiling as well as ROI comparison – even in
lower-resolution images (e.g. by comparing regional uniformity – noting sections
of the Beagle’s face versus the grass background in Figure 5). The cost of not
doing this is leaving feature selection at the mercy of biased, opaque, or insuf-
ficiently tractable methods of definition, thus resulting in models which reflect
aggressively simplified quantization, rather than actual human perception.
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Figure 5: Visualization of 3D True-Texture

4 Concluding Remarks

In social science fields such as marketing research, political science, cultural
studies and environmental psychology, where visual communication is widely
explored – be that in the study of advertising and strategic communications,
political messaging, the study of cultural artefacts and art, or the study of any
given surroundings of human experience (e.g. architecture and the built en-
vironment) – there is a shared interest in streamlining the process of feature
extraction from visual data, and importantly, in building deeper understanding
around visual communication and aesthetics in general (see for example: Lyons,
2017; Ibarra et al., 2017; Joo and Steinert-Threlkeld, 2018; Steinert-Threlkeld,
2019; Al-Halah and Grauman, 2020; Xi et al., 2020). This divides broadly into
understanding individual perceptions and preferences (Stamps, 2002; Witzel et
al., 2017), as well as building generalizations about desirable and compelling
image composition – a theme currently explored across the social science and
computer science literatures (Badea et al., 2018; Constantin et al., 2019; Matz
et al., 2019).

This research note aims to highlight that scalability should not be an over-
whelming factor in methodology design in image mining in the social sciences,
especially at the expense of detail and nuance. Whilst summarizations of im-
ages aid in the construction of generalizable insights across large visual corpora,
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researchers should also consider the deep potential of intra-image (versus inter-
image) analyses (and feature engineering) as a basis for gaining data-driven
perspectives on appealing and engaging visual content. To recap and sum-
marize, this has important implications for reducing bias in training sets and
engineering features for supervised machine learning, as well as for other social
science approaches, such as where data-driven quantification and quantization
of image features is used as a basis for controlled experiments at scale.
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