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Perceptual implications of different Ambisonics-based methods
for binaural reverberation
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1Dyson School of Design Engineering, Imperial College London, London SW7 2DB, United Kingdom
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ABSTRACT:
Reverberation is essential for the realistic auralisation of enclosed spaces. However, it can be computationally

expensive to render with high fidelity and, in practice, simplified models are typically used to lower costs while

preserving perceived quality. Ambisonics-based methods may be employed to this purpose as they allow us to render

a reverberant sound field more efficiently by limiting its spatial resolution. The present study explores the perceptual

impact of two simplifications of Ambisonics-based binaural reverberation that aim to improve efficiency. First, a

“hybrid Ambisonics” approach is proposed in which the direct sound path is generated by convolution with a spa-

tially dense head related impulse response set, separately from reverberation. Second, the reverberant virtual loud-

speaker method (RVL) is presented as a computationally efficient approach to dynamically render binaural

reverberation for multiple sources with the potential limitation of inaccurately simulating listener’s head rotations.

Numerical and perceptual evaluations suggest that the perceived quality of hybrid Ambisonics auralisations of

two measured rooms ceased to improve beyond the third order, which is a lower threshold than what was found by

previous studies in which the direct sound path was not processed separately. Additionally, RVL is shown to produce

auralisations with comparable perceived quality to Ambisonics renderings.
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I. INTRODUCTION

Digital reverberation (reverb) was first conceived by

Schroeder and Logan (1961) and has undergone continuous

evolution ever since (V€alim€aki et al., 2016). For the most

part, research in this area has been driven by the music and

acoustic architecture industries in which efficiency often

comes second to fidelity when producing room auralisations.

More recently, however, the emergence of virtual and aug-

mented reality has increased the demand for highly realistic

interactive audiovisual experiences. The real-time require-

ments of such applications mean that acoustic modelling

must often be simplified in favour of efficiency, even more

so if audio-dedicated computational resources are limited,

which is likely the case in portable devices.

A common approach to simplify the computation of a

reverberant sound field is to encode it in the spherical har-

monics (SH) domain, popularly known as Ambisonics in the

context of audio production (Gerzon, 1985; Zotter and

Frank, 2019). In this encoding process, a specific SH order

(hereafter, spatial or Ambisonics order) may be chosen,

which dictates the spatial resolution of the reproduced sound

field as well as the computational load and memory require-

ments (Avni et al., 2013). This can be useful for applications

which demand real-time dynamic room auralisations. For

instance, Schissler et al. (2017) describe a practical imple-

mentation which simulates sound propagation through

physical and geometrical models and processes the resulting

sound field in the Ambisonics domain at different spatial

orders, depending on its directivity at each time instant.

Arguably, the minimum spatial order required for a binau-

ral Ambisonics rendering is mostly dictated by the direct sound

path from the source to the listener, rather than the reverb, as

the former is generally more directive than the latter and, there-

fore, needs finer spatial resolution to be simulated accurately

(Engel et al., 2019; L€ubeck et al., 2020; Schissler et al., 2017).

In this study, a “hybrid Ambisonics” method is proposed in

which the direct path is rendered through convolution with head

related impulse responses (HRIRs) sampled in a dense spatial

grid, whereas the reverb is processed in the SH domain. This

contrasts with the more straightforward traditional method, here

referred to as “standard Ambisonics,” in which the sound field

is rendered as a whole in the SH domain (Ahrens and

Andersson, 2019; Zotter and Frank, 2019). Even though the

goal of this study is not to perform a direct comparison between

hybrid and standard Ambisonics, it is expected that the former

will require a lower spatial order than the latter to produce ren-

derings of similar perceived quality as suggested in a prelimi-

nary study by the present authors (Engel et al., 2019). The

evaluation of the proposed method will give insight on the mini-

mum spatial resolution required to render Ambisonics-based

reverb, assuming that the direct sound path is simulated
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0829.

J. Acoust. Soc. Am. 149 (2), February 2021 VC Author(s) 2021. 8950001-4966/2021/149(2)/895/16

ARTICLE...................................

http://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1121/10.0003437
mailto:isaac.engel@imperial.ac.uk
http://crossmark.crossref.org/dialog/?doi=10.1121/10.0003437&domain=pdf&date_stamp=2021-02-04


separately and with enough accuracy. This could, in turn, lead

to the development of more efficient rendering methods.

At the same time, a practical limitation of Ambisonics

rendering has to do with the number of sound sources that

can be processed dynamically, i.e., in an interactive environ-

ment where sources or listener change their position with

time. Typically, when multiple sources are dynamically ren-

dered through either standard or hybrid Ambisonics, it is nec-

essary to perform separate convolutions with room impulse

responses (RIRs) for each source. These RIRs must be either

precomputed, which can become memory-intensive if each

source-listener position pair is considered, or calculated in

real time, which quickly becomes costly as the number of

sources or the RIR length increases (Schissler et al., 2014). In

practice, RIRs need not be modified to simulate listener head

rotations, e.g., as shown by Noisternig et al. (2003), but they

must still be recomputed for translational movements of sour-

ces or listener. In this study, the reverberant virtual loud-

speaker method (RVL) is presented as a way to binaurally

render an arbitrary number of sources in a reverberant space

with a relatively low computational cost while allowing for

the dynamic addition and translational movement of the sour-

ces. This is achieved by making several assumptions such as

the listener having low sensitivity to the directionality of

reverb (Lindau et al., 2012). The main drawback of RVL is

that listener’s head rotations are approximated by having the

room “locked” to the head as explained in more detail in Sec.

II C. This allows the algorithm to be highly efficient at simu-

lating a large number of sources, but whether such simplifica-

tions negatively affect the realism of the rendering is

something that remains to be investigated.

The general goal of this study is to explore the percep-

tion of Ambisonics-based binaural reverb with aims to make

recommendations for efficient rendering techniques. More

concretely, two main research questions are tackled through

numerical analyses and perceptual evaluation:

(1) What is the perceptual impact of decreasing the spatial

order of hybrid Ambisonics binaural reverberation?

(experiment 1), and

(2) how does RVL compare to a more accurate method in

terms of subjective preference, given its approximate sim-

ulation of head rotations? (experiment 2).

The rest of this paper is structured as follows. Section II

provides a literature review; Sec. III describes the methods,

including the measurements and binaural rendering proce-

dure; Sec. IV presents numerical analyses of the methods

under comparison; Sec. V describes the listening tests per-

formed to perceptually evaluate the methods; Sec. VI dis-

cusses the results and potential future work, and Sec. VII

summarises the findings and concludes the paper.

II. BACKGROUND AND MOTIVATIONS

A. Reverb perception: A summary

Reverberation comes as a result of pairing an acoustic

source with an environment. As a sound wave propagates

from the source, it interacts with its surroundings, leading to

reflection and diffraction. Consequently, filtered replicas of

the original wavefront arrive at a receiver through different

paths at distinct times. As time passes, the echo density

increases as the wave continues to interact with the room,

eventually resulting in a diffuse reverberant sound field.

This process highly depends on the geometry of the room

and the acoustic properties of the materials therein.

The effects of room acoustics on auditory perception

have long been an active research topic. The precedence

effect establishes that the direct sound allows the listener to

localise the source, whereas later reflections are generally

not perceived as separate auditory events (Brown et al.,
2015; Litovsky et al., 1999; Wallach et al., 1949). However,

strong specular early reflections can shift the perceived posi-

tion of a source, broaden its apparent width (Olive and

Toole, 1989), and modify its spectrum due to phase cancel-

lations and subsequent comb-filtering (Bech, 1996). This

can affect the perception of the actual space. For instance,

Barron and Marshall (1981) state that the timing, direction,

and spectrum of early lateral reflections contribute to the

room envelopment. Similarly, the time delay between the

direct sound and the first perceptually distinct early reflec-

tion has been shown to affect the perception of presence and

environment dimensions in small rooms (Kaplanis et al.,
2014) and the intimacy of concert halls (Beranek, 2008). As

the temporal density of the reflections increases, perception

is governed less by temporal characteristics and more by sta-

tistical properties of the reverberant tail. Research done by

Yadav et al. (2013) suggests that reverberation time (RT)

contributes to the perception of size most significantly in

large rooms, whereas early reflections are of greater impor-

tance in small rooms. With respect to binaural rendering, it

has been shown that reverb improves the externalisation of

sound sources in the binaural domain, even if only early

reflections are used (Begault et al., 2001). Also, it has been

found that the congruence between presented virtual sounds

and the acoustic properties of the actual listening space con-

tribute to the level of externalisation (Werner et al., 2016).

Based on the aforementioned research, various reverb-

rendering methods which try to achieve high fidelity at reason-

able costs have been proposed throughout the years. According

to a comprehensive review by Valimaki et al. (2012), these

methods can be generally classified in three categories: delay

networks, such as feedback delay networks (Jot, 1997; Jot and

Chaigne, 1991) or Schroeder reverberators (Schroeder and

Logan, 1961); convolution algorithms in which a dry input sig-

nal is convolved with an omnidirectional or Ambisonics RIR;

and computational acoustics, which encompass geometry-

based simulations, such as the image source method (Allen

and Berkley, 1979) and wave-based methods, similar to the

finite-difference time-domain method (Botteldooren, 1995). In

practice, these categories overlap; for instance, an RIR used for

convolution may be generated through computational acoustics

(Pelzer et al., 2014; Schissler et al., 2017).

The present work focuses on convolution methods

based on Ambisonics RIRs, measured with a spherical
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microphone array, and binaural room impulse responses

(BRIRs), measured on a head and torso simulator. The mea-

surement process and rendering methods will be explained

in more detail in Sec. III.

B. Spatial order perception and hybrid Ambisonics
reverb

Standard Ambisonics binaural rendering typically

involves convolving a dry audio signal with an Ambisonics

RIR (either measured or simulated) for each rendered sound

source. Then, all the resulting Ambisonics signals may be

accumulated into a single sound field, which is decoded to a

binaural signal by means of a free-field head related transfer

function (HRTF) and a method of choice, e.g., virtual loud-

speakers (Bernsch€utz et al., 2014; McKeag and McGrath,

1996) or by convolution of the sound field and the HRTF in

the SH domain (Sch€orkhuber et al., 2018; Zaunschirm et al.,
2018). A straightforward way of reducing the cost of this

process is by decreasing the spatial order of the Ambisonics

signals, but this can alter the perception of the resulting aur-

alisations as previous studies have shown. First, Avni et al.
(2013) performed listening tests with simulated room ren-

derings of varying order, showing that listeners mainly

relied on perception of spaciousness and timbre to discrimi-

nate them, with higher orders producing spatially sharper

and brighter sounds. Later, Bernsch€utz (2016, Sec. 5.6.1)

observed that renderings became generally indistinguishable

from each other for spatial orders of 11 and above, obtaining

“excellent” results for orders as low as 5 in noncritical sce-

narios. He also reported that perceptual differences between

spatial orders were more accentuated for direct sound and

early reflections than they were for diffuse reverb. More

recently, Ahrens and Andersson (2019) reported that order

8 was sufficient for lateral sources when compared to aurali-

sations based on measured BRIRs, but slight spectral differ-

ences were detected up to 29th order for frontal sources in a

discrimination task.

The studies above suggest that realistic standard

Ambisonics auralisations may be achievable if a sufficiently

high spatial order is employed. However, these may be com-

putationally costly and their feasibility in practice is limited

as commercially available microphone arrays are generally

of order four and lower. A promising alternative is to render

the direct sound (and, possibly, some early reflections) by

convolution with a spatially dense HRIR dataset while com-

puting the rest of the RIR in the Ambisonics domain. The

rationale is that if the direct sound path is rendered accu-

rately, sources should still be well localised because of the

precedent effect (Brown et al., 2015; Wallach et al., 1949),

minimising perceptual degradation caused by spatial order

reduction. This approach is referred to here as hybrid

Ambisonics and has been previously employed by Picinali

et al. (2017) and Engel et al. (2019). Due to the reasons

stated above, it is hypothesised that hybrid Ambisonics

could potentially achieve comparable spatial and overall

quality to standard Ambisonics at lower orders, reducing

computational requirements and the need for costly high-

order microphone arrays.

Promising results have recently been reported by

L€ubeck et al. (2020), who showed through perceptual tests

that the minimum required spatial order for early reflections

and late reverb was significantly lower than it was for the

direct sound path, for auralisations based on sparse BRIR

grids. An important difference between that study and the

present study is that they generated their sparse BRIR set by

means of spatial subsampling (Bernsch€utz et al., 2014),

which introduces both aliasing and truncation error in the

signals (Ben-Hur et al., 2019), whereas in this work,

Ambisonics RIRs were directly truncated in the SH domain.

Whether the findings of L€ubeck et al. (2020) can be

extended to the rendering of order-truncated (rather than

spatially subsampled) Ambisonics sound fields is a question

that the present work aims to answer.

C. Multiple-source rendering and RVL

In both standard and hybrid Ambisonics renderings, the

cost of the convolution stage increases (at least) linearly

with the number of simulated sources as the dry audio signal

of each source must typically be convolved with a separate

Ambisonics RIR (Schissler et al., 2017). In a low-cost sce-

nario, this can limit the number of sources that can be ren-

dered dynamically, e.g., allowing the addition of a new

source or the changing of a source’s position in real time.

RVL—previously used by Picinali et al. (2017) and Engel

et al. (2019) and natively implemented by the 3D Tune-In

Toolkit (Cuevas-Rodr�ıguez et al., 2019)—is proposed here

as an alternative computationally efficient approach to

dynamically render multiple sources. Its main feature is that

the number of convolutions needed to produce a reverberant

sound field is independent of the number of rendered

sources.

RVL is inspired by the classic virtual Ambisonics

approach first outlined by McKeag and McGrath (1996) and

later used by Noisternig et al. (2003). In the original

method, one or more anechoic sound sources are encoded in

an Ambisonics sound field, which is then decoded to a vir-

tual loudspeaker grid distributed around the listener, and

the resulting signals are finally convolved with the corre-

sponding HRIRs to produce the binaural output. To imple-

ment reverb, Noisternig et al. (2003) suggested computing

early reflections as additional sources and late reverb

through a delay network. In RVL, the procedure is analo-

gous to anechoic virtual Ambisonics except that BRIRs are

used in place of HRIRs, effectively integrating the room

acoustics in the binaural rendering. Also, the direct sound

path is rendered separately from the reverb through convolu-

tion with discrete HRIRs (like in hybrid Ambisonics) as will

be explained in Sec. III.

Because the convolutions with the BRIRs happen at the

Ambisonics decoding step, once all sources have been

blended into a single sound field, the number of required

real-time convolutions is always 2ðN þ 1Þ2, where N is the
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Ambisonics order, independent of the number of sources.

This feature makes RVL highly efficient at dynamically ren-

dering multiple sources as shown in Fig. 1. Also, it allows

for the simulation of virtual sound sources at any position in

a sphere around the listener from a reduced set of measured

BRIRs, e.g., six BRIRs for first order. Therefore, it requires

fewer measurements and memory usage than traditional

convolution-based methods such as standard Ambisonics,

which need separate RIRs or BRIRs for every possible

source-receiver pair location. The main limitation of RVL is

that although the relative position of the sound sources can

be changed in the Ambisonics domain, the room is head-

locked due to the set of BRIRs being fixed. This means that

a rotation of the listener’s head is simulated by translating

all sound sources in the opposite direction, which may pro-

duce inaccurate reflections as depicted in Fig. 2. The

assumption of RVL is that such approximations will not be

noticeable by listeners, e.g., directionality of late reverb may

not generally be perceived by listeners, according to Lindau

et al. (2012) or, at least, will not lead to implausible render-

ings (Lindau and Weinzierl, 2012).

A previous study by Picinali et al. (2017) evaluated the

perceived quality of RVL auralisations of different spatial

orders while the direct sound path was rendered identically

for all conditions. The results suggested that first-order RVL

was able to produce room auralisations which were indistin-

guishable from higher order simulations. This study was

web-based and had some limitations, namely, that it was

carried out with uncontrolled hardware in an uncontrolled

environment and did not implement head tracking, thus, the

perceptual effect of approximated head rotations could not

be evaluated. Furthermore, renderings were simulation

based instead of measurement based and it lacked a compar-

ison with a benchmark method, all of which limited the

scope of the findings.

D. Contributions

The goal of this study is to explore the perceptual effect

of applying practical simplifications to binaural Ambisonics

reverb—first, by investigating the perceptual impact of

varying spatial order on the proposed hybrid Ambisonics

approach, which is expected to be smaller than the impact

on standard Ambisonics that has been reported in previous

studies (Ahrens and Andersson, 2019; Avni et al., 2013;

Bernsch€utz, 2016) and, second, by comparing the proposed

FIG. 1. (Color online) Comparison between the average execution time of

the convolution stage in standard Ambisonics and a RVL binaural rendering

as a function of the number of rendered sources for two different RTs. A

random input signal with a length of 1024 samples was used as input.

Simulations were performed in MATLAB (The MathWorks, Natick, MA)

using the overlap-add method (Oppenheim et al., 2001), running on a quad-

core processor at 2.8 GHz.

FIG. 2. (Color online) Direct sound path and first-order early reflections as

they reach the left ear of a listener in the following three scenarios: (a)

before any head rotation, (b) canonical rendering after a head rotation of

30 deg clockwise, and (c) RVL rendering after the same head rotation. Note

that in (c), the direct sound path is accurate, whereas the room is head-

locked, affecting the incoming direction of reflections.
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computationally efficient RVL to a more accurate approach

in terms of subjective preference. Two different rooms were

measured, and dynamic binaural renderings were produced

through hybrid Ambisonics up to order four and through

first-order RVL. The renderings were compared through

numerical analyses and perceptual evaluations.

III. METHODS

This section describes how binaural signals were pro-

duced with both hybrid Ambisonics and RVL. First, the pro-

cedure to generate RIRs for either method is detailed. This

is followed by a description of the binaural rendering pro-

cess for either method. Finally, a description of the audio

material employed in the experiments is provided. It is

important to emphasise that the direct sound path was identi-

cally rendered across all hybrid Ambisonics and RVL condi-

tions, hence, the output binaural signals differed only in the

reverb. Non-individualised HRIRs and BRIRs from a

KEMAR head and torso simulator (GRAS, Holte, Denmark)

were employed throughout.

A. Measurements and RIR generation

Two rooms were measured as shown in Fig. 3. The first

room (library) was a large, open space with a carpeted floor,

high ceilings, and furniture, including chairs, desks, and

bookshelves. The second space (trapezoid) was a small

meeting room also with a carpeted floor, four slightly asym-

metrical walls (two of them made of glass), and with no fur-

niture except for some chairs. Acoustic measurements of the

rooms are reported in Table I.

In each room, three RIRs were measured using the sine

sweep technique (Farina, 2007) with the receiver placed at

the centre of the room and sources at relative azimuths

u ¼ ½�30�; 0�; 30��, an elevation of h ¼ 0� and a distance of

r¼ 1.2 m (trapezoid) or r¼ 1.5 m (library). A 32-capsule

fourth-order spherical microphone array (Eigenmike, mh

acoustics, Summit, NJ, United States) acted as a receiver and

a Genelec 8030 loudspeaker (Iisalmi, Finland) acted as the

source. From the 32-channel RIRs, zeroth- to fourth-order

Ambisonics RIRs were generated using the Eigenstudio soft-

ware package (mh acoustics). RIRs of orders 0–3 were

obtained by truncating the fourth-order signals. According to

the manufacturer specifications, equalisation was applied

such that all Ambisonics channels had a nominally flat mag-

nitude response up to the spatial Nyquist frequency (approxi-

mately 8 kHz) and down to the lowest operating frequency of

each Ambisonics channel, namely, 30 Hz for orders zero and

one, 400 Hz for order two, 1 kHz for order three, and 1.8 kHz

for order four (mh acoustics, 2016).

For hybrid Ambisonics renderings, all RIRs had the

direct sound path removed by replacing the first 4.32 ms

(trapezoid) or 3.88 ms (library) after the onset with silence

and applying a Hanning window for the RIR fade-in. This

time was calculated analytically by subtracting the propaga-

tion time of the direct sound path from that of the first reflec-

tion minus a safety window of 30 samples (0.68 ms).

Finally, RIRs were windowed at the corresponding RT and

applied a de-noising procedure to remove the noise floor

(Cabrera et al., 2011).

For RVL renderings, BRIRs were measured with a

KEMAR head and torso simulator from six directions (front,

back, left, right, up, down) using the same loudspeaker at

the same distance as in the RIR measurements and applied

identical post-processing, i.e., removing direct sound, win-

dowing, and de-noising. Additionally, frontal BRIRs were

used as a reference to equalise Ambisonics RIRs with a

FIG. 3. (Color online) The two measured rooms. (a) The library is shown during a BRIR measurement. (b) The trapezoid is shown during a RIR measurement.

TABLE I. Acoustic parameters of the two measured rooms, including

reverberation time (RT) per octave band, early decay time (EDT) per octave

band and broadband direct to reverberant ratio (DRR), calculated according

to Zahorik (2002).

f (Hz) 250 500 1000 2000 4000 8000

Library RT (s) 1.47 1.35 1.16 0.98 0.73 0.52

EDT (s) 1.21 1.11 1.08 0.57 0.37 0.22

DRR (dB) 10.09 — — — — —

Trapezoid RT (s) 0.78 0.63 0.53 0.48 0.49 0.46

EDT (s) 0.70 0.49 0.43 0.36 0.34 0.28

DRR (dB) 4.36 — — — — —
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series of second-order filters, similar to Ahrens and

Andersson (2019), with the goal of minimising spectral error

due to the spatial order limitation of the signal (Avni et al.,
2013).

B. Binaural rendering

For hybrid Ambisonics, head-tracked binaural render-

ings were generated in real time as follows. The direct sound

path was rendered by convolving each source’s dry audio

signal with an HRIR generated through barycentric interpo-

lation from the three closest available directions, selected

from a set of 8802 HRIRs measured on a KEMAR head and

torso simulator (Armstrong et al., 2018). HRIRs were

aligned prior to interpolation, and interaural time differences

were restored assuming a nominal head radius of 8.8 cm.

Reverb was rendered in the Ambisonics domain at spatial

orders 0–4 using the virtual loudspeaker approach (McKeag

and McGrath, 1996), which is equivalent to applying spatial

subsampling to the HRIR dataset (Bernsch€utz et al., 2014).

To do so, the measured Ambisonics RIRs (with the direct

sound removed) were convolved offline with the dry audio

signals and then decoded to loudspeaker signals using a

sampling decoder (Zotter and Frank, 2019, Sec. 4.9.1).

Depending on the spatial order N, an appropriate number of

virtual loudspeakers MN � ðN þ 1Þ2 was used and placed at

the vertices of a platonic solid (regular and convex polyhe-

dron) when possible: octahedron (M0;1 ¼ 6), icosahedron

(M2 ¼ 12), and dodecahedron (M3 ¼ 20). Because no pla-

tonic solid exists with 25 or more vertices, a quasi-regular

pentakis-dodecahedral layout (M4 ¼ 32), which is the same

one used for the capsule placement on the Eigenmike micro-

phone array, was used for N ¼ 4. Finally, the virtual loud-

speaker signals were convolved with the corresponding

interpolated HRIRs.

For RVL, head-tracked binaural renderings were also

generated in real time as detailed in Sec. II C. The direct

sound path was rendered identically to hybrid Ambisonics.

The reverb was generated by encoding all sources’ dry audio

signals in a single first-order Ambisonics sound field, which

was then decoded to six virtual loudspeaker signals using a

sampling decoder and a octahedral grid (same as first-order

hybrid Ambisonics), and these were finally convolved with

the six measured KEMAR BRIRs (also without the direct

sound).

The gain of the reverberant sound fields was adjusted

offline so that the binaural renderings’ direct to reverberant

ratio (DRR; ratio between direct and reverberant sound

energy) matched that of the frontal KEMAR recordings. The

3D Tune-In Toolkit (Cuevas-Rodr�ıguez et al., 2019) was

used as a spatial audio engine, taking care of HRIR interpola-

tion and real-time convolutions. Also, it enabled head track-

ing by means of an IMU-based tracker (EdTracker Pro

Wireless, Wokingham, United Kingdom). Informal tests

showed that the end-to-end tracking latency was low enough

to not be noticeable during the perceptual evaluation.

C. Audio material

Two different types of audio material were used in the

perceptual evaluation, each being an auditory scene com-

prising one or more spatialised sound sources. Source posi-

tions were chosen after a pilot study in which they were

verified to provide good separation and externalisation. All

sources were presented at a relative elevation of h ¼ 0� and

a distance of 1.5 m (library) or 1.2 m (trapezoid):

(1) Music: a performance of “Take Five” by Paul Desmond,

consisting of dry recordings of piano, drum kit, and sax-

ophone, spatialised as three different sound sources at

azimuths u ¼ ½�30�; 0�; 30��, respectively. The audio

tracks were recorded separately in near-anechoic condi-

tions and had a length of 47 s.

(2) Speech: dry recording of a single female speaker

(Hansen and Munch, 1991) at azimuth u ¼ �30�. The

audio track had a length of 47 s.

IV. NUMERICAL ANALYSES

This section contains numerical analyses of the signals

used for the perceptual evaluation. First, a descriptive analy-

sis of the Ambisonics RIRs is performed. Then, the effect of

changing the spatial order is evaluated on the synthesised

BRIRs through different metrics. Finally, the effects of ren-

dering reverb statically are explored.

A. Descriptive analysis of Ambisonics RIRs

Figure 4 illustrates the differences in spatial structure of

Ambisonics RIRs of both rooms when rendered at different

spatial orders. The time axis is split in three segments that

will be simply referred to as direct sound or HRIR

(0 < t < sdir), early reflections (sdir < t < smix), and late
reverberation (t > smix), following typical room acoustics

nomenclature. For simplicity, early reflections and late

reverb as a whole may also be referred to simply as

“reverb.” The time instant sdir separates the direct sound

and reverb and was calculated analytically as 3.88 ms for

the library and 4.32 ms for the trapezoid as mentioned in

Sec. III. Note that the direct sound is represented by an

approximate spatial delta in Fig. 4, indicating that it was

processed through convolution with an HRIR instead of

along with the Ambisonics RIR. The mixing time (separa-

tion between early reflections and late reverb) was defined

at smix ¼ 40 ms, according to Olive and Toole (1989) and

considering the RT of the rooms. This time approximately

coincides with the precedence effect threshold for speech

and music (Moore, 2012; Wallach et al., 1949), meaning

that reflections arriving before then are likely not to be per-

ceived as separate auditory events but as events to shift the

perception of the leading stimulus in terms of the coloura-

tion and source width (Bech, 1996; Olive and Toole, 1989).

Note that smix does not intend to follow the more rigorous

definition of perceptual mixing time from Lindau et al.
(2010), but this was not critical to the experiment as it was

just used for visualisation purposes.
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Given that the direct sound was unchanged throughout

the different conditions, the early reflections constitute the

segment of the RIR where spatial resolution is most critical.

By observing Fig. 4, it is evident that reflections become

more diffuse in the azimuth axis, i.e., less directional, at

lower spatial orders, with N ¼ 0 being the extreme case in

which the signal becomes isotropic. It can also be seen how

individual reflections are generally less salient in the library

than in the trapezoid, which may lead to a lower requirement

in terms of spatial order.

B. Objective binaural metrics

BRIRs were synthesised for zeroth- to fourth-order

hybrid Ambisonics and first-order RVL. This was done for a

source placed at ðu ¼ 30�; h ¼ 0�Þ in both rooms. These

BRIRs were analysed to quantify the expected perceived

quality of each condition. First, the interaural cross-

correlation coefficient (IACC) was calculated, which is an

objective metric commonly used to predict spatial percep-

tion from binaural content (Beranek, 2008; Nowak and

Klockgether, 2017; Okano et al., 1998). As a rule of thumb

and per the aforementioned studies, a lower IACC often

translates to higher perceived spatial quality. Figure 5(a)

shows how the IACC of the direct sound is similar across all

conditions, which was expected given that the HRIR was

not modified. For early reflections and late reverb, differ-

ences become larger with zeroth-order renderings showing

the highest IACC. This was also expected given that they

contained essentially isotropic reverb which produced

highly correlated binaural signals. For the rest of the spatial

orders, differences seem to increase above 1 kHz with higher

orders generally showing lower IACCs. Unexpectedly,

RVL reverb mostly obtained lower values than did the

hybrid Ambisonics conditions, including the higher order

conditions.

From the IACC, other more easily interpretable metrics

may be derived. One which is typically used in room acous-

tics studies to estimate room spatial quality is the binaural

quality index (BQI; Beranek, 2008). According to Nowak

and Klockgether (2017), it may be calculated as

BQI ¼ 1� IACC500 þ IACC1000 þ IACC2000

3
; (1)

where IACCc represents the IACC for the octave band cen-

tred at f ¼ c. It is evident from Fig. 5(b) that the early reflec-

tions obtained lower overall BQI values than did the late

reverb and also showed more variance across conditions,

supporting the idea that they are the more perceptually criti-

cal part of the RIR. These results are consistent with previ-

ous studies, which showed a higher BQI for late reverb with

values close to 0.8 for the best performing conditions

(Nowak and Klockgether, 2017). Consistently with the

IACC analysis, the zeroth-order BRIR obtained the lowest

BQI values, therefore, predicting a low perceived spatial

quality. As expected, higher orders produced higher BQI

values, although slight differences were observed between

the rooms. Whereas in the trapezoid the trend was preserved

until order 4, the BQI in the library seems to plateau

between orders one and two. When comparing to previous

studies, the range of early BQI values for N � 1 seems to be

lower here (0.22) than the range reported by Nowak and

Klockgether (2017; 0.5), which may be explained by the

fact that the direct sound path was removed here. Finally,

RVL obtained the highest BQI values overall for both

rooms, predicting a higher spatial quality that, again, was

unexpected given the lower complexity of the method when

compared to higher order hybrid Ambisonics.

FIG. 4. Spatial RIRs of zeroth to fourth spatial orders (N) for a source placed in front of a listener in the library (top) and trapezoid (bottom) as a function of

time and azimuth. The division between direct sound and reverb (sdir) and the perceptual mixing time (smix) are indicated. The direct sound (t < sdir) is rep-

resented by a discrete spatial delta at ðt ¼ 0 s ;u ¼ 0�Þ to indicate that it was excluded from the Ambisonics rendering and generated through convolution

with an HRIR.
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C. Spectral analysis

Next, spectral differences across the synthesised BRIRs

were explored by convolving them with test signals (speech

audio material and drum kit track from music audio mate-

rial) and analysing the long-term averaged spectra of the

results. Spectra were calculated as the average power

spectral density obtained from a series of overlapping

4096-sample discrete Fourier transforms (DFTs) after apply-

ing 1/3-octave Gaussian smoothing and are shown in Fig.

6(a). The absolute deviation of each condition from a refer-

ence averaged across 42 equivalent rectangular bandwidths

(ERBs) is shown in Fig. 6(b). The results were similar for

the left and right channels of the BRIRs, therefore, only the

former are presented for brevity. The condition N ¼ 4 was

chosen as the reference because it has the highest available

spatial order. For the hybrid Ambisonics conditions, it can

be seen how the differences are largest for N¼ 0 and

decrease for higher orders as expected. In the case of RVL,

deviations are clearly larger in the trapezoid than in the

library, which may be related to its limitations in accuracy

when rendering early reflections. Overall, the range of spec-

tral differences was observed to be larger for the trapezoid

(up to 2.4 dB) than it was for the library (up to 0.8 dB),

which might be explained by the lower DRR of the trape-

zoid. The type of audio material did not seem to have a

noticeable effect on the results.

D. Loudness stability

As mentioned in Sec. II, one of the limitations of RVL

is the way it approximates head rotations by having the

room rotate with the listener’s head, which may have per-

ceptual implications. On the one hand, if a strong reflection

is perceived as coming from the wrong direction, it may

lead to decreased externalisation, which is generally not

desired. On the other hand, the loudness of the auditory

scene may change more smoothly across head orientations,

which might be perceived as preferable. This is particularly

relevant for low-order Ambisonics renderings, which suffer

FIG. 5. (Color online) Objective binaural metrics of left-ear BRIRs at ðu ¼
30�; h ¼ 0�Þ for different rooms and test conditions. (a) The IACC per

octave band, separated per BRIR segment. (b) The binaural quality index

(BQI) for early reflections (sdir < t < smix) and late reverb (t > smix).

FIG. 6. (Color online) (a) Long-term average spectra of two test signals

(speech and drums) convolved with left-ear BRIRs, corresponding to the

different test conditions, for a source at ðu ¼ 30�; h ¼ 0�Þ. (b) The absolute

difference between each spectrum and the reference (N ¼ 4), averaged

across 42 equivalent rectangular bandwidths (ERBs).
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from poor loudness stability across head orientations (Ben-

Hur et al., 2019). Figure 7 shows the predicted loudness

(ITU-R, 2015b) of the reverberant sound field in first-order

hybrid Ambisonics and RVL renderings. Additionally, a

“static” version of the first-order hybrid Ambisonics render-

ing for which reverb was not updated with head rotations

was also evaluated. Loudness was estimated after convolv-

ing pulsated pink noise with BRIRs of different directions

across the horizontal plane. It can be seen how the static

condition (indicated with an “S”) shows constant loudness

across the different azimuth angles, whereas the dynamic

condition is less smooth. RVL, which renders reverb in a

semi-static way in which the room is head-locked, falls some-

where in the middle of the other two as it is smoother than the

dynamic rendering but not constant like the static rendering.

E. Summary of numerical analyses

An objective evaluation of the reverb-rendering meth-

ods being tested has been presented. First, an overview of

the RIR characteristics for each room was given through

descriptive analysis. Then, different metrics of the synthes-

ised BRIRs were analysed to try and predict their perceived

quality. It was observed that the BQI seemed to saturate at

an earlier spatial order in the library (it did not vary much

for N � 1) than it did in the trapezoid (it increased monoton-

ically up to N ¼ 4). Similarly, spectral differences with

respect to the reference (N ¼ 4) decreased as the spatial

order increased as expected but were smaller for the library

(all conditions under 1 dB) than they were for the trapezoid

(under 1 dB only for N � 1) and not much affected by the

type of audio material. These results suggest that the room

characteristics will influence the minimum spatial order

needed to achieve a certain subjective quality. Once paired

with a perceptual evaluation, these observations may help to

identify which objective metrics are more useful to predict

the perceived quality of the binaural reverb.

RVL was found to be more challenging to evaluate

objectively against the other conditions because of its differ-

ent nature, i.e., its renderings were based on measured

BRIRs, whereas the hybrid Ambisonics renderings were

built from Eigenmike measurements—which led to larger

spectral deviations from the reference than other conditions.

According to the BQI data, BRIRs generated with this

method were predicted to have a higher spatial quality than

for even the highest order hybrid Ambisonics conditions dis-

cussed above, which was an unexpected result. Also, it was

observed that one of its potential limitations, namely, the

way in which head rotations are implemented, caused the

rendered sound scene to have smoother loudness variations

across different head orientations than did first-order hybrid

Ambisonics. However, it is still not clear how this will

impact the perceived quality, which should, therefore, be

assessed through a perceptual evaluation.

V. PERCEPTUAL EVALUATION

The methods under study were perceptually evaluated

through two separate experiments in which a total of 32 lis-

teners participated voluntarily. The mean listener age was

32 years old [standard deviation (SD) ¼ 9.6 yr]. Of the 32

listeners, 24 declared to have previous experience in similar

listening tests, 31 declared to have no hearing impairments

(the remaining one was excluded from both experiments in

post-screening), 30 declared to have prior knowledge of

highly realistic or binaural audio reproduction, and 18

declared to possess advanced musical knowledge or have

received formal musical education. Listeners were split in

two groups: the first one (21 listeners) performed the experi-

ment in an acoustically dead laboratory environment (lab),

whereas the second one (11 listeners) did so in situ in the

actual measured rooms (library and trapezoid). The reason

for this split was to evaluate the effect of “room divergence”

or how the listener’s exposure to the actual room acoustics

affects their perception of a virtual rendering of the same

room (Werner et al., 2016).

A. Experiment 1: Paradigm

In the first experiment, listeners were asked to rate the

quality of sound scenes rendered through hybrid

Ambisonics at different spatial orders (0 � N � 4) with the

direct sound being rendered through HRIR convolution

identically for all conditions as explained in Sec. III. A

double-blind listening test paradigm was used, based on the

MUSHRA (multiple stimulus test with hidden reference and

anchor) format (ITU-R, 2015a). The highest order rendering

(N ¼ 4) was used as the reference and a dry rendering (with-

out reverb) was used as a low-quality anchor. Listeners were

asked to rate the similarity of each stimulus to the reference

on a scale from 0 to 100, where the latter meant “identical to

the reference.” The user interface was implemented in Max

7 (Cycling ’74, Walnut, CA, United States). Listeners were

encouraged to use head movements to explore the scene.

Each listener completed one trial per combination of room

(library or trapezoid) and type of audio material for a total

of four trials. Post-screening was applied to exclude ratings

of unreliable listeners from the data analysis, i.e., those who

FIG. 7. (Color online) Loudness, K-weighted, relative to full scale (in dB)

of the reverberant sound field, generated by convolving pulsated pink noise

with a BRIR that had the direct sound removed, for different listener head

orientations over the horizontal plane. Each line represents a different con-

dition of experiment 2: first-order hybrid Ambisonics, first-order hybrid

Ambisonics (static) and RVL.
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rated the hidden reference lower than 90 points or the

anchor higher than 50 points for more than 25% of the trials.

B. Experiment 1: Results

Results of the first experiment are shown in Fig. 8. Data

for 11 listeners (5 in situ, 6 laboratory) were excluded in post-

screening. Listeners took an average time of 186.44 s

(SD ¼ 141:48 s) to complete each MUSHRA trial. The dis-

played data were normalised so that the highest rating of every

trial is set to 100 and the lowest rating is set to 0. Note that

this was done for the sake of visualisation and all inferential

analysis was performed on non-normalised data. Descriptive

analysis shows that the ratings were generally higher for

higher spatial orders. Dry renderings consistently obtained the

lowest ratings, followed by zeroth- and first-order renderings.

Mean and median ratings seem to be similar across the higher

order conditions, placed close to the top of the rating scale.

Inferential analysis was performed through a repeated

measures analysis of variance (RM-ANOVA). The main

dependent variable was the reverb spatial order, but its inter-

actions with other variables, such as room, type of audio

material, and test location (in situ vs laboratory), were inves-

tigated as well. Following the MUSHRA recommendation

(ITU-R, 2015a), the Huynh-Feldt correction was applied to

reduce type I errors as the data did not pass the Mauchly

sphericity test (p < 0.001) and showed a Greenhouse-

Geisser epsilon higher than 0.75 (e ¼ 0:81). A significance

value of a ¼ 0:05 was used.

(1) Effect of spatial order: The RM-ANOVA found a signif-

icant effect of spatial order on listeners’ ratings

[Fð5; 380Þ ¼ 747:17, p < 0.001]. Post hoc multiple

dependent sample t-tests were run using a corrected sig-

nificance level of a0 ¼ 0:0033. Significant differences

were found between all pairs of conditions [tð83Þ
� �3:65, p < 0.001] except between the third- and

fourth-order conditions [tð83Þ ¼ �1:67, p ¼ 0.098].

(2) Effect of room: A significant effect was found for the

interaction between room and spatial order [Fð5; 380Þ
¼ 2:92, p ¼ 0.019]. Post hoc multiple dependent sam-

ples t-tests were run on data separated by rooms using a

corrected significance level of a0 ¼ 0:0033. For the

library, differences between the second- and fourth-

order [tð41Þ ¼ �2:80, p ¼ 0.008] conditions and

between the third- and fourth-order [tð41Þ ¼ 0:20, p
¼ 0.846] conditions were not significant, whereas signif-

icant differences were found for all other pairs of condi-

tions [tð41Þ � �3:34; p � 0:002]. The fact that a

significant difference was found between the second-

and third-order but not between the second- and fourth-

order may seem surprising at first. However, it is worth

mentioning that the latter was very close to being signif-

icant (0:008 6� a0). Also, this result can be explained by

the fact that the RM-ANOVA is a parametric analysis

which relies on comparisons between means and the

fourth-order data presented some outliers which slightly

lowered the mean rating, bringing it closer to that of the

second-order (cf. Fig. 8, top-middle plot). For the trape-

zoid, on the other hand, differences between the second-

and third-order [tð41Þ ¼ �1:67, p ¼ 0.103] conditions

and between the third- and fourth-order (tð41Þ ¼ �2:39,

p ¼ 0.021) conditions were not significant, whereas all

other pairs of conditions showed significant differences

[tð41Þ � �4:15, p < 0.001].

FIG. 8. (Color online) Results from experiment 1 represented by violin plots (Hintze and Nelson, 1998), which show the probability density of the data,

median (circle), interquartile range (box), and mean (horizontal line). (Top) Both test locations pooled together. (Bottom) Separated per test location (from

left to right, “in situ” and “lab”). From left to right, both rooms pooled together, library, and trapezoid are shown. For this visualisation, data were scaled on

a per-trial basis by setting the lowest rating of every MUSHRA (multiple stimulus test with hidden reference and anchor) trial to 0 and setting the highest rat-

ing of every MUSHRA trial to 100. The vertical dotted lines indicate that the groups on the left are significantly different (p < 0.05) from the groups on the

right (before normalisation).
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(3) Other interactions: No significant interactions were

found between the spatial order and test location

[Fð5; 380Þ ¼ 1:28, p ¼ 0.275], type of audio material

[Fð5; 380Þ ¼ 1:94, p ¼ 0.099], or any of the three-way

interactions (p > 0.6).

Listeners performed an average absolute head rotation

(in azimuth) of 1202� (SD ¼ 1672�) or 6.68 half-circle rota-

tions per MUSHRA trial. Due to the high variance in the

amount of head movement across subjects, the potential

effect of head rotations on MUSHRA ratings was explored.

Figure 9 shows the MUSHRA relative ratings, i.e., devia-

tions from the reference’s rating, plotted against the average

head rotation per trial, calculated from the total head move-

ment during the full test for each listener. For each test con-

dition, the Pearson correlation coefficient (q) between the

average head rotation and the relative ratings was calcu-

lated. By inspecting Fig. 9, it is evident that correlation was

small (jqj < 0:1) for all conditions except the zeroth- and

first-order conditions, which show negative correlation val-

ues, indicating that they were rated lower by listeners who

employed more head movements. The low correlation on

the dry condition indicates that it produced low ratings

regardless of the amount of head movement, which was

expected as it is the anchor condition. Meanwhile, the low

correlations for orders greater than one suggest that listeners

did not perceive them as more similar or different to the ref-

erence by performing additional head movements. Note that

similar trends were observed when separating data per room

(library/trapezoid) and test location (in situ/laboratory), but

the analysis is not reported here due to space constraints.

C. Experiment 2: Paradigm

The second experiment aimed to compare the proposed

computationally efficient RVL to a more accurate rendering

approach in terms of subjective preference. Because the

main limitation of RVL renderings is the way head rotations

are implemented as the room “rotates” with the listener’s

head, this experiment focused on that aspect to evaluate

RVL’s performance in an adverse scenario. Thus, three dif-

ferent rendering methods were evaluated.

(1) N ¼ 1: head-tracked first-order hybrid Ambisonics, i.e.,

identical to condition N ¼ 1 from experiment 1,

(2) N ¼ 1(S): hybrid Ambisonics where the direct sound

path was head-tracked but the reverb was not, i.e., the

reverb did not change according to head movements,

and

(3) RVL: head-tracked first-order RVL.

Therefore, RVL was compared to an approach which

implemented head rotations properly. Additionally, a static

method N ¼ 1 (S) was introduced as an anchor condition

where head movements did not influence the incoming

direction of reverb and, therefore, simulated head rotations

with a lower accuracy than for RVL. As in the previous

experiment, the direct sound path was rendered through

HRIR convolution and was head-tracked for all conditions.

Because the methods under comparison were generated

from different measurements (Eigenmike RIRs for hybrid

Ambisonics and KEMAR BRIRs for RVL), there existed sig-

nificant spectral differences between the renderings, as shown

in Sec. IV C, that were not trivial to compensate through

equalisation. Preliminary tests with discriminability and

MUSHRA tasks showed that listeners focused mainly on

these spectral differences rather than on other attributes such

as reverb directionality. Therefore, a preference task was per-

formed instead where no reference was provided and listeners

evaluated whether the renderings met their internal expecta-

tions after seeing a picture of the room or from their own

experience, i.e., for those who conducted the test in situ.

A double-blind pairwise comparison listening test para-

digm was used. In each trial, listeners were shown a picture

of the rendered room (library or trapezoid) and a diagram of

the sound scene and were presented two stimuli (A and B).

These stimuli were two binaural renderings of the same

room, generated with two different methods out of the possi-

ble three (except in null pairs, where A and B were identi-

cal). Listeners were asked the question, “Considering the
given room, which example is more appropriate?”. To

answer, they would use a continuous rating scale from �2 to

þ2 (with one decimal place) from definitely A to definitely
B. Listeners could freely switch between the synchronised

stimuli during a trial, and head movements were encouraged

to explore the scene. As in experiment 1, the user interface

was implemented in Max 7. For each room and type of

FIG. 9. (Color online) Scatterplots showing all relative ratings (absolute rat-

ings minus reference ratings) from experiment 1 and the amount of head

rotation (azimuth) that listeners performed for each rating. A linear fit of

the data is displayed in red, and the Pearson correlation coefficient is indi-

cated at the top. Data for both rooms were pooled together.
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audio material, listeners evaluated all possible pairs of con-

ditions plus two null pairs, where A and B were identical

(randomly chosen), totalling 16 paired comparisons.

Because no reference was provided, there were no correct or

wrong answers except for the null pairs, which a reliable lis-

tener should rate as zero as no audible differences existed in

those. Post-screening was applied to exclude listeners who

rated the null pairs with an average absolute value higher

than 0.25.

Note that the N ¼ 1 (S) and RVL conditions were not

included in the MUSHRA test (experiment 1) to keep the

unidimensionality across test conditions, i.e., spatial order.

The reason for using first-order hybrid Ambisonics was to

have a fair comparison in the sense that all conditions used

the same number of virtual loudspeakers (six).

D. Experiment 2: Results

Results of the second experiment are shown in Fig. 10.

Data for eight listeners (four in situ, four laboratory) were

excluded in post-screening, and six of those were also

screened out from experiment 1. Listeners took an average

time of 41.33 s (SD ¼ 18:55 s) to complete each paired com-

parison. Descriptive analysis shows that the mean rating was

close to zero for the null pairs, the preference between RVL

and hybrid Ambisonics reverb changed depending on the

room and type of audio material, and static first-order hybrid

Ambisonics renderings were perceived as very similar to the

dynamic renderings with a slight trend toward favouring the

former. The fact that RVL was not systematically rated

lower than hybrid Ambisonics suggested that the simplifica-

tions in the RVL rendering do not significantly impair sub-

jective preference.

The inferential analysis tried to find whether listeners

had a significant preference on each paired comparison and

whether this was affected by factors such as room, type of

audio material, and test location. To that end, a RM-

ANOVA was first run on the data of each paired comparison

to study the effect of the different variables and their

interactions. Then, data were grouped accordingly and t-
tests were run to evaluate whether the samples deviated

from a normal distribution with a mean equal to zero. The

Mauchly sphericity test was passed by the N ¼ 1/RVL and

N ¼ 1(S)/RVL pairs (p > 0.05) but not by the N ¼ 1/N
¼ 1(S) or the null pair for which the Greenhouse-Geisser

correction was applied (e < 0:75). As in the previous experi-

ment, a significance value of a ¼ 0:05 was used.

(1) Null pair: No significant effect of any variable was

found, thus, data were grouped for all types of audio

material, rooms, and test locations. A one-sample t-test

showed that the mean rating was not significantly differ-

ent from zero [tð95Þ ¼ 1:69, p ¼ 0.094].

(2) N ¼ 1/N ¼ 1(S): A significant effect of the room was

found [Fð1; 22Þ ¼ 4; 38, p ¼ 0.048], therefore, the data

were separated by rooms. t-tests showed that the trape-

zoid mean rating was significantly different from zero

[tð47Þ ¼ 2:57, p ¼ 0.013] with the N ¼ 1(S) renderings

being preferred. In the case of the library, the mean

rating was not significantly different from zero [tð47Þ
¼ �1:15, p ¼ 0.254].

(3) N ¼ 1/RVL: Significant effects of the room [Fð1; 22Þ
¼ 39:18, p < 0.001] and the interaction of room and

location [Fð1; 22Þ ¼ 11:95, p ¼ 0.002] were found,

thus, data were separated by room and location (in situ/

laboratory). t-tests showed that conditions library–in situ
[tð13Þ ¼ �5:30, p < 0.001], library– laboratory

FIG. 10. (Color online) Results from experiment 2 represented by violin plots (Hintze and Nelson, 1998), which show the probability density of the data,

median (circle), interquartile range (box), and mean (vertical line). (Top) Both test locations pooled together. (Bottom) Separated per test location (from top

to bottom, “in situ” and “lab”). From left to right, both rooms pooled together, library, and trapezoid. Ratings range from “definitely prefer A” ( �2) to

“definitely prefer B” (2). Asterisks indicate whether the mean is significantly different from zero: * for p < 0.05 and ** for p � 0:005.
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[tð33Þ ¼ �4:26, p < 0.001], and trapezoid– in situ
[tð13Þ ¼ 3:69, p ¼ 0.003] all had mean ratings signifi-

cantly different from zero. N ¼ 1 renderings were pre-

ferred for the two library conditions, whereas RVL was

preferred for the trapezoid–in situ condition.

(4) N ¼ 1(S)/RVL: Significant effects of the room [Fð1; 22Þ
¼ 10:62, p ¼ 0.004], location [Fð1; 22Þ ¼ 7:93, p
¼ 0.010], and room/location interaction [Fð1; 22Þ
¼ 4:93, p ¼ 0.037] were found, therefore, data were

again separated by room and location. t-tests showed

that all room–location combinations had mean ratings

significantly different from zero: library–in situ [tð13Þ
¼ �2:89, p ¼ 0.013], library–laboratory [tð33Þ
¼ �6:21, p < 0.001], trapezoid–in situ [tð13Þ ¼ 2:61, p
¼ 0.022], and trapezoid–laboratory [tð33Þ ¼ �2:98, p
¼ 0.005]. N ¼ 1(S) renderings were preferred for both

of the library conditions and trapezoid–laboratory,

whereas RVL was preferred for the trapezoid–in situ
condition.

Listeners performed an average absolute head rotation

(in azimuth) of 449� (SD ¼ 373�) or 2.49 half-circle rota-

tions per paired comparison. This indicates that, as

instructed, they employed head movements to inform their

ratings. However, given the relative high variance of the

head tracking data across subjects, the potential effect of

head rotations on the paired comparison ratings was investi-

gated. Figure 11 shows the relation between the ratings and

the average head rotation per trial, calculated from the total

head movement during the full test for each listener. The

Pearson correlation coefficient (q) between the average head

rotation and the ratings was also calculated and indicated in

Fig. 11. Inspection of these data shows that head rotations

had a near-zero correlation with the ratings for the N ¼ 1/N
¼ 1(S) pair. For the other two pairs, larger correlations

between head rotations and ratings were reported in the

library than were reported in the trapezoid, particularly for

the N ¼ 1/RVL pair in which a correlation of q ¼ �0:44

was observed. Correlation values were generally small

(jqj < 0:1) for all trapezoid data, which might suggest that

listeners’ ratings in this room did not importantly change

when additional head movements were performed. Note that

similar trends were observed when separating data per test

location (in situ/laboratory), but the analysis is not reported

here due to space constraints.

VI. DISCUSSION

The main goal of this study was to investigate how

much spatial reverb rendering can be simplified without

degrading perceived quality, assuming that the direct sound

path is rendered as accurately as possible. First, the effect of

reducing the spatial order of hybrid Ambisonics was investi-

gated. Because the direct sound carries essential information

for source localisation and, in some cases, contains most of

the energy of the RIR, it was expected that excluding it from

the spatial order reduction process would mitigate percep-

tual degradation. This would imply that provided the direct

sound path is rendered separately and with sufficient accu-

racy, the perceptual impact of reducing the spatial order

may be lower than reported in previous studies which used

standard Ambisonics (Ahrens and Andersson, 2019;

Bernsch€utz, 2016). Second, the effect of simplifying the

implementation of head rotations in dynamic reverb render-

ing was investigated by comparing a first-order hybrid

Ambisonics rendering against a computationally efficient

alternative (RVL), which implemented head rotations in a

simplified way, and against a static version where reverb

was not head-tracked at all.

A. Effect of spatial order

Evaluation of objective metrics, such as the IACC and

BQI, predicted a large improvement in the spatial quality

when increasing the order from zero to one, but the differ-

ences became smaller as the order increased. In fact, early

BQI ratings measured in this study did not vary as much

across the higher spatial orders as those found by Nowak

and Klockgether (2017). This may be explained by the fact

that removing the most directional part of the RIR, i.e., the

direct sound path, led to a more diffuse sound field, which

could be rendered accurately with a lower spatial order. This

would also explain why the room with less directional

reverb, i.e., library, produced a lower variance in the BQI

values. Similarly, it was observed that spectral differences

between each BRIR and the reference (order four) increased

as the spatial order decreased with the largest jump happen-

ing between orders zero and one and with said differences

FIG. 11. (Color online) Scatterplots showing all paired comparisons’ ratings

(except null pairs) from experiment 2 and the amount of head rotation (azimuth)

that listeners performed for each rating. A linear fit of the data is displayed in

red, and the Pearson correlation coefficient is indicated at the top. Data were

separated per room (library on the left and trapezoid on the right).
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being under 1 dB for all N � 1. Also, spectral differences

were larger for the trapezoid, which may be explained by its

lower DRR or its more salient early reflections having a

larger impact on the signal spectrum, e.g., due to the comb-

filtering effects (Bech, 1996).

Results of experiment 1 showed that perceived differ-

ences were large between orders zero and one and smaller

for higher orders, which was in line with the numerical anal-

ysis, and a room dependence effect was observed. Data from

third-order renderings are particularly representative in that

aspect: although their ratings were not significantly different

from the hidden reference for either room, it seems that lis-

teners rated them consistently lower in the trapezoid than

they did in the library relative to the reference. In fact, data

suggest that in the latter room, third- and fourth-order ren-

derings obtained almost identical ratings. This would agree

with the numerical analyses in that the trapezoid, with its

lower DRR and less diffuse reverberant sound field, displays

larger differences between spatial orders than does the library.

It is also worth noting that the differences in rating among

orders equal or higher than two were observed to be similar

across listeners regardless of the amount of head movements

that they employed to explore the auditory scene.

According to Avni et al. (2013), spaciousness and tim-

bre are the most relevant perceptual attributes that listeners

use when evaluating sound fields of varying spatial resolu-

tion. The present results suggest that when the direct sound

path is rendered accurately, the degradation in both spatial

and spectral qualities becomes perceptually less relevant,

particularly for more diffuse reverberant sound fields, i.e.,

large rooms. For the conditions tested here, it was shown

that the perceived quality of binaural renderings did not

improve beyond an order between two and three. This is

notably lower than the eighth-order suggested by Ahrens

and Andersson (2019), who included the direct sound path

in the Ambisonics rendering—saving the differences in

experimental paradigm, which was an A-B comparison with

attribute scaling (timbre and spaciousness) rather than a

MUSHRA test with a single global attribute. However, spa-

tial orders higher than four, not included here due to limita-

tions of the measurement equipment, should be evaluated to

draw a more complete comparison to previous studies.

Regardless of this limitation, the present results are in line

with the findings of L€ubeck et al. (2020), who showed that

reverb may be rendered through BRIRs sampled on a spheri-

cal grid of a spatial order as low as three without degrading

perceived quality. At the sight of this, future work could

investigate the effect of spatial resolution on each RIR seg-

ment separately, i.e., early reflections and late reverb, and

how this may depend on the auralised room in a similar

fashion to the work by L€ubeck et al. (2020) but applied to

order-truncated Ambisonics signals instead of spatially

subsampled signals. Outcomes could be used to inform per-

ceptual models to evaluate spatial audio quality and enable

efficient parametric reverb rendering, e.g., by determining

the amount of early reflections needed to generate plausible

virtual scenes (Brinkmann et al., 2020).

B. Dynamic aspects

Results of experiment 2, which compared dynamic and

static first-order hybrid Ambisonics reverb with RVL, were

more challenging to interpret. The absence of a reference

led to bimodal data distributions in some cases (cf. trapezoid

data in Fig. 10), meaning that listeners could discriminate

pairs of conditions, but neither was unanimously preferred.

An unexpected outcome was that the static version of hybrid

Ambisonics [N ¼ 1 (S)], which was initially conceived as a

low-quality anchor, was found to be preferred, in some

cases, to the more accurate dynamic version (N ¼ 1). In par-

ticular, this was true for the trapezoid but not for the library.

Post hoc informal interviews suggested that this could be

due to the dynamic reverb being perceived as less “stable”

when head rotations were performed as pointed out in Sec.

IV D. This might be explained by the fact that virtual loud-

speaker decoding approaches yield angle dependent spectral

distortions (Solvang, 2008), which often result in poor loud-

ness stability at low orders (Ben-Hur et al., 2019). This is

supported by the fact that BRIR-predicted loudness is less

smooth in the trapezoid than it is in the library as observed

in Fig. 7. Analysis of head tracking data suggested that even

listeners who performed a more exhaustive exploration of

the scene through head movements did not rate the dynamic

version significantly higher than the static version. This

result suggests that, provided direct sound is rendered

dynamically through convolution with an HRIR, it may

actually be detrimental to render reverb dynamically if a

low Ambisonics order is used and the loudness stability is

not accounted for.

When comparing RVL and hybrid Ambisonics reverb,

the spectral analysis showed that strong colouration differ-

ences should be expected, which may have led to polarised

ratings in the perceptual evaluation. In the case of the trape-

zoid, RVL was clearly preferred by listeners that performed

the test in situ, which suggests that this method captured the

room characteristics more accurately than did hybrid

Ambisonics. However, the opposite was true for the library,

where listeners assigned lower ratings to RVL (even more

so when exhaustive head movements were employed during

the test), the reasons for which are yet unclear. In any case,

the room divergence effect seemed to play a more important

role in the second test than it did in the first test because a

reference was not provided and listeners provided ratings

based on their expectations, which depended on previous

exposure to the rendered rooms.

VII. CONCLUSIONS

This study addressed the issue of the trade-off between

computational complexity and perceived quality for binaural

Ambisonics-based reverb. It introduced the concept of

hybrid Ambisonics or the separation between the direct

sound path and the reverb in Ambisonics-based binaural

rendering, obtaining the former by convolution with a dense

HRIR dataset and encoding the latter in an Ambisonics

sound field. It was hypothesised that the perceived quality of
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the renderings would stop improving at a lower spatial order

than in previous studies where the direct sound was not

processed separately (Ahrens and Andersson, 2019;

Bernsch€utz, 2016) as the directional information of the sig-

nal would be better preserved. Results from the perceptual

evaluation suggest that when the direct sound path is com-

puted accurately, an Ambisonics order of two or three may

be enough to render binaural reverb, depending on the room

characteristics. For instance, rooms with lower DRR or

more salient early reflections are likely to require a higher

spatial order than are rooms where reverb is more diffuse. In

any case, the scope of this study was limited to two mea-

sured rooms and spatial orders up to four and, therefore, fur-

ther evaluations on different spaces and with higher orders

are needed to generalise these results. Additionally, future

work could look into rendering the most relevant early

reflections (Brinkmann et al., 2020) at a higher spatial order,

which could lower the spatial resolution requirements for

the diffuse reverb.

Additionally, RVL was introduced as a computationally

efficient approach to dynamically render binaural reverb for

a large number of sources. It was observed that renderings

produced with this method were comparable to (and, in

some cases, better than) those obtained through less flexible

Ambisonics-based approaches in terms of subjective prefer-

ence. Considering the advantages of RVL, namely, its effi-

ciency and ease of implementation, this method should be

worthy of consideration for convolution-based binaural

reverb generation in low-cost scenarios.
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