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Abstract—Despite a long history of research, the development of synthetic tactual aids to support the communication of speech  
has proven to be a difficult task.   The current paper describes a new tactile speech device based on the presentation of 
phonemic-based tactile codes.  The device consists of 24 tactors under independent control for stimulation at the forearm. 
Using properties that include frequency and waveform of stimulation, amplitude, spatial location, and movement characteristics, 
unique tactile codes were designed for 39 consonant and vowel phonemes of the English language. The strategy for mapping 
the phonemes to tactile symbols is described, and properties of the individual phonemic codes are provided.  Results are 
reported for an exploratory study of the ability of ten young adults to identify the tactile symbols.  The participants were trained 
to identify sets of consonants and vowels, before being tested on the full set of 39 tactile codes.  The results indicate a mean 
recognition rate of 86% correct within one to four hours of training across participants.  Thus, these results support the viability 
of a phonemic-based approach for conveying speech information through the tactile sense. 

Index Terms—Human haptics, speech communication, phoneme codes, human performance, tactile devices, tactile display, 
rehabilitation 

——————————      —————————— 

1 INTRODUCTION
HE sense of touch has evolved to provide humans with 
information about environmental stimuli through the 

reception of pressure, pain, and temperature changes as 
well as internal sensations providing kinesthetic infor-
mation about positions and movements of the limbs [1].  
The tactual sensory system has also been utilized as a chan-
nel of human communication, as in situations where the 
more typical channels of audition and sight are absent, 
compromised, or over-burdened.  For example, methods 
of tactual communication have arisen out of necessity 
within the community of deaf-blind individuals and their 
educators, as a means of conveying language in the ab-
sence of either visual or auditory input [2].  Over the years, 
a variety of methods of tactual communication have been 
employed as substitutes for hearing and/or vision.  These 
include natural methods of tactual communication such as 
the Tadoma method of speechreading [3], as well as the 
tactual reception of fingerspelling [4] and sign language 
[5].  Generally, these three methods may be thought of as 
tactual adaptions of visual methods of communication 
used by sighted persons with profound auditory impair-
ment. 
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     Concurrent with the use of natural methods of tactual com-
munication, there is also a long history of research on the de-
velopment of artificial devices designed to convey acoustic 
information through the tactual sense (e.g., see older reviews 
[6-8] as well as research that continues to the present day [9-
11]).  These devices generally attempt to convey characteris-
tics of the acoustic speech signal through tactual patterns gen-
erated on arrays of stimulators. From a signal-processing 
point of view, many devices have attempted to display spec-
tral properties of speech to the skin. These displays rely on 
the principle of frequency-to-place transformation, where lo-
cation of stimulation corresponds to a given frequency region 
of the signal [12]. Another approach to signal processing has 
been the extraction of speech features (such as voice funda-
mental frequency and vowel formants) from the acoustic sig-
nal prior to encoding on the skin [13].  For both classes of 
aids, devices have included variations in properties such as 
number of channels, geometry of the display, body site, trans-
ducer properties, and type of stimulation (e.g., vibrotactile 
versus electrotactile).  
      To date, however, no wearable tactile aid has yet been de-
veloped that is capable of allowing users to receive speech at 
levels comparable to those achieved by users of the Tadoma 
method of speechreading. Thus, the speech-reception results 
reported for Tadoma users may serve as a benchmark in the 
development of future tactile communication devices.  Using 
only manual sensing of cues that are available on the face and 
neck of a talker during speech production (such as airflow, lip 
and jaw movements, vibration on the neck), proficient users 
of Tadoma are able to receive connected speech at a rate of 
approximately 30 to 40 words/min [14].  This rate, which is 
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roughly one-third of that for normal auditory reception of 
speech), corresponds to an information transfer rate on the or-
der of 12 bits/s [15]. Although the reception of speech seg-
ments through tactile devices is similar to that obtained with 
Tadoma [16,17], these devices have shown minimal perfor-
mance for reception of connected speech, and are often eval-
uated as aids to speechreading [18, 19]. 
     Inspired by the success of Tadoma, artificial displays 
have been developed to mimic various properties of the 
Tadoma display.  Research with an artificial talking face 
[20, 21] demonstrated that the discrimination and identifi-
cation of speech segments by naïve observers with this dis-
play compared favorably to results obtained through Tad-
oma by experienced deaf-blind users of the method.  A 
more stylized version of Tadoma properties was incorpo-
rated into another device referred to as the Tactuator [22], 
which consisted of three bars capable of stimulating the 
thumb, index, and middle fingers over a frequency range 
that included kinesthetic as well as cutaneous stimulation.  
Experiments conducted with this device demonstrated an 
information transfer rate of 12 bits/s for sets of multidi-
mensional stimuli, similar to that estimated for speech re-
ception by experienced deaf-blind users of Tadoma.  
     Despite these promising laboratory results, there is still 
a need for the development of wearable tactile devices as 
aids to communication. Such devices would have applica-
tions to a broad range of situations where input to the au-
ditory and/or visual sense is absent or compromised, or 
when these sensory channels are overloaded in performing 
other tasks.  The tactile sense can then serve as an addi-
tional communication channel for applications for persons 
with normal sensory abilities, such as human-computer in-
terfaces and remote communication, in addition to being 
used as communication aids for persons with sensory dis-
abilities of deafness and/or blindness.  For the current 
study, a decision was made to use a phonemic-based ap-
proach to encoding speech.  Other approaches are also 
worthy of consideration, including the use of alphabetic 
codes [23] and tactile icons [24, 25].  Advantages of the pho-
nemic approach include the greater efficiency of phonemic 
versus textual codes [15] and its ability to encode any pos-
sible word or message in the language as opposed to the 
use of tactile icons which must be adapted to particular sit-
uations. 
     In the light of advancements in several technical areas, 
an opportunity exists to develop and evaluate a new gen-
eration of tactile devices which may be capable of signifi-
cant improvements for speech reception.  These advance-
ments include developments in (1) technological areas 
such as signal processing and haptic displays [26]; (2) the 
field of automatic speech recognition (ASR) [27]; and (3) 
approaches to training and learning in the use of novel dis-
plays [28]. 
     The current paper describes a new tactile speech com-
munication device which is based on a multi-channel array 
applied to the forearm.  The display, which is wearable but 
tethered to equipment that has yet to be miniaturized, em-
ploys a phonemic-based approach to the encoding of 
speech stimuli.  This approach assumes that ASR can be 
employed at the front end of the device to recognize speech 

stimuli and to encode them as strings of phonemes.  Thus, 
a set of distinct tactile symbols was created to represent the 
individual consonant and vowel phonemes of English. 
Work on the development and evaluation of the display is 
described in the following sections of the paper as follows. 
Sec. 2 is concerned with describing the design of the tactile 
device.  Sec. 3 describes the manner in which phonemes 
were mapped to vibratory patterns on the tactile array.  
Sec. 4 reports results of experiments conducted to train na-
ïve participants on the identification of the tactile symbols.  
Sec. 5 provides a discussion of the work on tactile coding 
of phonemes.  Finally, Sec. 6 provides conclusions and di-
rections for future research. 

2 DESIGN OF TACTILE DEVICE 
The tactile device consists of a 4-by-6 tactor array worn on 
the forearm. The 24 tactors form four rows in the longitu-
dinal direction (elbow to wrist) and six columns (rings) in 
the transversal direction (around the forearm). As shown 
in Fig. 1, two rows (i and ii) reside on the dorsal side of the 
forearm and the other two (iii and iv) on the volar side. The 
tactors (Tectonic Elements, Model TEAX13C02-8/RH, Part 
#297-214, sourced from Parts Express International, Inc.) 
were wide-bandwidth audio exciters with a constant im-
pedance of ≈ 8 Ω in the frequency range of 50 to 2k Hz, 
except for a peak in the vicinity of 600 Hz.  Each tactor 
measured about 30 mm in diameter and 9 mm in thickness. 
The current study used sinusoidal waveforms at 60 and 
300 Hz, sometimes with an amplitude modulation at 8 or 
30 Hz.  We attached an accelerometer (Kistler 8794A500) to 
the tactors and ascertained that the tactors were able to re-
spond to the driving waveforms at these frequencies. 

A Matlab program generated 24 independently program-
mable waveforms and temporal onsets and offsets using the 
multichannel playrec utility (http://www.playrec.co.uk/in-
dex.html) running on a desktop computer.  A MOTU USB 
audio device (MOTU, model 24Ao, Cambridge, MA, USA) 
received the 24-channel signal via the computer’s USB port, 
performed synchronous digital-to-analog conversion of the 
signals, and sent the 24 audio waveforms through its 24 chan-
nels of analog output connectors to three custom-built ampli-
fier boards.  Each amplifier board catered 8 audio channels, 
and passed audio waveforms through four class D stereo am-
plifiers (Maxim, Model MAX98306, sourced from Adafruit, 
New York, USA) to drive eight tactors independently. Each 
tactor was mounted with a temperature sensor that measured 
temperature of the tactor’s chassis. An on-board protective 
circuit turned off the power supply and sounded an alarm if 
the temperature of any sensor rose above 50° C or the current 
drawn by any amplifier module (supporting two tactors) ex-
ceeded 600 mA. We verified with the same accelerometer 
(Kistler 8794A500) that the tactor responses followed the sig-
nal waveforms and did not saturate or clip at the maximum 
amplitudes allowed in the Matlab program. 
      The stimulus properties that were controlled by the 
software included amplitude (specified in dB sensation 
level, or dB above individually-measured detection thresh-
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olds), frequency (single or multiple sinusoidal compo-
nents), waveform (such as temporal onset/offset charac-
teristics and the use of amplitude modulation), duration, 
location, numerosity (single tactor activation or multiple 
tactors turned on simultaneously or sequentially), and 
movement (smooth apparent motion or discrete saltatory 
motion varying in direction, spatial extent, and trajectory). 

3 MAPPING OF PHONEMES TO TACTILE SYMBOLS 
The International Phonetic Alphabet (IPA) symbols of the 
39 English phonemes that were coded for delivery through 
the tactile display are provided in Table 1 for consonants 
(24 phonemes) and Table 2 for vowels (15 phonemes).  A 
unique vibrotactile pattern was mapped on the 4-by-6 ar-
ray of tactors for each of the 39 phonemes.  The mapping 
of the phonemes to tactile symbols was guided by three 
primary considerations, which included (1) the psycho-
physical properties of the tactile sensory system, (2) vari-
ous articulatory properties of the phonemes, and (3) the 
need to generate a set of perceptually distinct tactile sig-
nals.      

A major challenge in the development of tactile speech-
communication devices lies in encoding the processed 
speech signals to match the perceptual properties of the 
skin. Compared to the sense of hearing, the tactile sensory 
system has a reduced frequency bandwidth (20-20,000 Hz 
for hearing compared to 0-1000 Hz for touch), reduced dy-
namic range (115 dB for hearing compared to 55 dB for 
touch), and reduced sensitivity for temporal, intensive, 
and frequency discrimination (see [29]). The tactile sense 
also lags behind the auditory sense in terms of its capacity 
for information transfer (IT) and IT rates [15]. For example, 
communication rates of up to 50 words/min are achieved 
by experienced operators of Morse code through the usual 
auditory route of transmission, compared to 25 
words/min for vibrotactile reception of these patterns [30]. 
Taking these properties of the tactile sense into account, 
certain principles may be applied to create displays with 
high IT rate. One such principle is to include as many di-
mensions as possible in the display, while limiting the 
number of variables along each dimension [31, 32]. 

After an initial set of tactile codes was developed for the 
39 phonemes, informal observations on the distinctiveness 
of the stimuli were made by members of the laboratory 
staff, and an iterative process was conducted to make ad-
justments to the codes to enhance their discriminability.  
Among these considerations were balancing the use of tac-
tors across the transverse and longitudinal dimensions of 
the array.  The sets of codes that were developed for use in 
the current study are described below for consonants (Sec. 
3.1) and vowels (Sec. 3.2). 

3.1 Consonant Codes 
A description of the tactile codes generated for the 24 con-
sonants (defined by IPA symbols and the phoneme codes 
adopted for the current study) is provided in Table 1.  Ar-
ticulatory properties, including manner and place of artic-
ulation and voicing, were taken into consideration in the 

development of the tactile codes. The phonemes are orga-
nized in Table 1 by manner of articulation:  six plosives (P, 
B, T, D, K, G), eight fricatives (F, V, TH, DH, S, Z, SH, ZH), 
two affricates (CH, J), three nasals (M, N, NG), and five 
semivowels (H, W, R, L, Y).  In Table 1, the consonant codes 
are described in terms of their waveforms, location on the 
tactile array, number of activated tactors, duration, and the 
tactors involved by their locations (see Fig. 1 for how we 
label tactor locations).  A schematic description of the pat-
terns generated on the tactile display for each of the conso-
nant phonemes is provided in Fig. 2. 

Two values of vibrational frequency (60 and 300 Hz) 
and two values of duration (100 and 400 ms) were used to 
code manner of articulation for the first four classes of 
sounds (from P to NG in Table 1), all of which were coded 
with the use of four tactors.  A duration cue was used to 
distinguish the plosives (100 ms) from the other classes of 
phonemes (400 ms).  Frequency of vibration was used to 
distinguish the nasals (60 Hz) from the plosives, fricatives, 
and affricates.   

Within each of these four classes of phonemes, place of 
articulation was generally mapped along the longitudinal 
direction of the display such that sounds made in the front 
of the mouth were presented near the wrist (e.g., P, B, F, V, 
M), those in middle of the mouth were presented in the 
middle of the forearm (e.g., T, D, TH, DH, N), and those 
made in the back of the mouth were presented near the el-
bow (e.g., K, G, NG).  These rules were occasionally vio-
lated in order to create distinct signals (e.g., S and Z were 
presented at the elbow despite their alveolar place of artic-
ulation).  The affricates (CH and J) were place-coded with 
stimulation at both the wrist and elbow to represent the 
change in place of articulation from alveolar to velar.  Note 
that place was coded only at three positions on the longi-
tudinal dimension of the array such that the two tactors at 
the wrist, the two at the middle of the forearm, and the two 
at the elbow, respectively, were always activated simulta-
neously. Likewise, along the transverse dimension of the 
array, position was coded using only dorsal versus volar 
location. This was done to ensure that the spacing between 
the tactors along both dimensions greatly exceeded the 
two-point limen reported for the forearm [33, 34].  (See Sec. 
4.2 for further information regarding the spacing of tactors 
on the array).   

To distinguish voiced from unvoiced cognates, ampli-
tude modulation was applied to the sinusoidal frequency 
in generating the voiced consonants.  In the case of the 
voiced plosives (B, D, G), the 300-Hz waveform was mod-
ulated sinuosoidally between full and half amplitude at a 
rate of 30 Hz, in contrast with their unvoiced counterparts 
which contained no modulation (P, T, K). This same prin-
ciple was applied to the cognate pairs of fricatives as de-
scribed in Table 1, where the 300-Hz tone was modulated 
sinusoidally between full and half amplitude at a rate of 8 
Hz for the voiced cognates and left unmodulated for their 
voiceless counterparts.  For the affricate cognate pair, the 
300-Hz tone was unmodulated for CH and modulated be-
tween full and one-fifth amplitude at a rate of 8 Hz for J. 

The final five phoneme codes in Table 1 represent the 
semi-vowels, three of which  were coded with the use of 8 



4 IEEE TRANSACTIONS ON JOURNAL NAME,  MANUSCRIPT ID 
 

 
 

tactors at  frequency of 60 Hz (H, W, Y) and two with the 
use of 4 tactors at 300 Hz (R, L). As described in Table 1, 
the codes for these phonemes employed different locations 
along the longitudinal and transverse directions of the ar-
ray.  Among all classes of consonant sounds, the transverse 
direction of the array (described in Table 1 and Fig. 2 as 
dorsal or volar) was used primarily to provide physical 
separation and distinctions among the codes, rather than 
being used to represent any particular attribute of these 
sounds. A video visualizing the tactile stimuli for constants 
can be found at https://youtu.be/Fr0-XucKGEY. 

3.2 Vowel Codes 
A description of the tactile codes generated for the 15 vow-
els (defined by IPA symbols and the phoneme codes 
adopted for the current study) is provided in Table 2.  A 
key aspect of the vowel codes was to employ different pat-
terns of movement across the tactors for each vowel, in or-
der to exploit the high information-bearing capacity of 
movement cues for the sense of touch [15, 35].  Although 
there was some use of articulatory and acoustic properties 
of vowels in coding decisions (e.g., the use of duration to 
distinguish tense from lax vowels and the presentation of 
high-front vowels on the top dorsal row of the array), the 
vowel codes relied less on these features and more heavily 
on principles relevant to generating a set of perceptually 
distinct stimuli.  These included creating stimuli that in-
voked different directions, extent, and trajectory of move-
ment, as well as invoking smooth apparent motion versus 
discrete saltatory motion. 
      The 15 vowels were classified into three major groups 
of six “long” vowels (EE, AH, OO, AE, AW, ER), four 
“short” vowels (UH, IH, EH, UU), and five diphthongs 
(AY, I, OW, OE, OY).  In Table 2, the codes for the vowels 
are described in terms of their waveforms, location on the 
tactile array, duration, and movement patterns.  In addi-
tion, the final column provides a description of the overall 
impression created by the vibratory pattern.  A schematic 
depiction of the movement patterns associated with each 
of the 15 vowels is provided in Fig. 3. 

Among the 15 vowels and diphthongs, 300-Hz unmod-
ulated waveforms were employed for 9 of the codes.  The 
remaining waveforms included a 60-Hz vibration for AH; 
the use of sinusoidal modulation of a 300-Hz tone between 
full and half amplitude at a rate of 30 Hz for OO, UU, AY, 
and I; and the use of a 𝑐𝑐𝑐𝑐𝑐𝑐2 window on the 300-Hz vibra-
tion for OE.  The duration of the 6 long vowels and 5 
dipthongs was 480 ms, while that of the 4 short vowels was 
240 ms. 
     Generally, sensations of movement across the array 
were created through the use of pulsatile stimuli delivered 
in a defined temporal order to a specified set of tactors. To 
create smooth apparent motions, the selection of pulse du-
rations and temporal overlap between successive tactors 
were guided by the studies of Israr and Poupyrev [36, 37].  
The codes for the long vowel EE and the short vowel IH 
generated this type of smooth apparent motion on the top 
dorsal row. These two codes differed in the longer dura-
tion, larger extent of movement, and direction of move-
ment for EE (wrist to elbow) compared to IH (elbow to 

middle of forearm). Signals were also constructed to con-
vey saltatory motion, using parameters described in stud-
ies of the “cutaneous rabbit” [38, 39].  Saltation was in-
voked in the codes for the diphthongs OW and OY through 
the use of 3 tapping pulses at each of three successively 
stimulated tactors.  For OW, the saltation was created on 
the top dorsal row in the direction from wrist to elbow, and 
for OY, the movement was on a volar row in the direction 
of elbow to wrist.   

Other types of patterns were created to invoke sensa-
tions of circular motion.  Pulses moving across 6 tactors 
twice in succession were used to create codes for AE (at a 
location on the dorsal rows near the elbow), AW (on the 
volar rows near the wrist), and ER (on the volar rows near 
the elbow).  The codes for these three vowels led to a "twin-
kling" type of sensation.  For the vowel OE, a smooth cir-
cular ring was created to imitate the shape of an “O” 
through the stimulation of successive pulses on 5 tactors 
simultaneously across two rows (with the use of one tactor 
on each row at both the beginning and end of the se-
quence).   

The codes that were generated with the 60-Hz tone and 
with amplitude-modulated 300-Hz tones led to a heavy or 
rumbling type of movement.  This type of signal construc-
tion was used for the long vowel OO and the short vowel 
UU, both of which were located on the two volar rows.  
These two vowels contrasted in their durations, the larger 
extent of motion for OO compared to UU, and in the direc-
tion of longitudinal motion (elbow to wrist for OO and 
wrist to middle of forearm for UU).  For the diphthong AY, 
tactors were activated on the dorsal rows near the wrist to 
form a tent shape with a rumbling type of movement.  For 
the diphthong I, a sweeping back-and-forth motion was 
created with a rumbling sensation on tactors between the 
elbow and middle of the forearm.  Two short vowels were 
generated to create the sensation of a grabbing type of 
movement.  For UH, pulses moved from the wrist to the 
middle of the array along two columns, while for EH the 
movement went from the elbow to the middle of forearm.  
Finally, the code for the vowel AH involved successive 
stimulation of 6 tactors along each of the two dorsal rows 
in the direction of elbow to wrist, leading to the sensation 
of a wide movement pattern. 

Further details regarding the locations on the tactile ar-
ray of the patterns generated for each of the vowels are 
provided in Table 2 and Fig. 3.  Generally, decisions on 
placement of the vowels were made to make full use of 
both the longitudinal and transversal dimensions of the ar-
ray. A video visualizing the tactile stimuli for vowels can 
be found at https://youtu.be/CYfqcdnvMyE. 

4 EXPERIMENT ON IDENTIFICATION OF TACTILE 
PHONEMIC CODES 

An absolute identification study was conducted to evalu-
ate the effectiveness of the tactile codes for use in a speech 
communication device.  Participants were trained and 
tested on their ability to identify the 39 tactile symbols. 



AUTHOR ET AL.:  TITLE 5 
 

 
 

4.1 Participants 
The participants were 10 young adults (7 female, 3 male) 
who were recruited from universities in the Boston area.  
The participants provided informed-consent through a 
protocol approved by the IRB at MIT and were paid for 
their participation in the study. The participants (P1 
through P10) ranged in age from 19 to 32 years with a mean 
of 22.1 and S.D. of 3.9 years. Eight participants reported 
right-hand and two reported left-hand dominance.  The 
device was always applied to the left arm.  None of the par-
ticipants reported having any history of problems with 
their sense of touch.  Clinical audiograms indicated hear-
ing within normal limits (defined as 15 dB hearing level or 
better at octave frequencies within the range of 500 to 4000 
Hz) for 9 of the participants and a severe hearing loss 
(mean hearing levels of 75 dB) for one participant.  Seven 
of the participants described themselves as native English 
speakers, one as bilingual in English and Spanish, one as a 
native speaker of Romanian with English acquired at age 
10 years, and one as a native speaker of Korean with Eng-
lish acquired at age 5 years. 

4.2 Assembly of Wearable Array 
The tactile device described in Sec. 2 above was used to de-
liver the phonemic codes to the participants. To enable ap-
plication of the device to the forearm of the participants, 
the 4x6 array of tactors (depicted schematically in Fig. 1) 
was attached via Velcro to a 13.5x10.5 inch piece of denim 
fabric (see photograph in Fig. 4a).  The placement of the 
tactors on the fabric gauntlet was determined for each in-
dividual participant in the following way. A Spandex 
sleeve was first placed on the participant’s left forearm for 
hygienic purposes. The forearm was then placed on the 
gauntlet with the volar side facing down and the forearm 
lying in the transverse plane with the elbow-to-wrist direc-
tion the same as the back-to-abdomen direction.  Then the 
six tactors in each row were adjusted so that two were 
placed near the wrist, two in the middle of the forearm, 
and two near the elbow. Two rows were evenly spaced on 
the dorsal surface and two on the volar surface.  Stimulus 
patterns were presented to the array to ensure that the tac-
tors in each row were perceived as lying on a straight line 
on the forearm. The final spatial layout, which varied 
across participants due to differences in the length and cir-
cumference of the forearm, was traced onto a sheet of pa-
per, and was used for subsequent fittings of the device for 
that particular participant.  The fabric gauntlet containing 
the tactors was then wrapped snugly around the forearm 
to ensure good contact between the tactors and the skin 
(see photograph in Fig. 4b). The forearm rested on two sup-
ports at the elbow and wrist so that the tactors on the volar 
side did not touch the table.  The center-to-center spacing 
of the tactors as fit on a typical female forearm was approx-
imately 35 mm in the longitudinal direction and 50 mm in 
the transverse direction.  For a typical male forearm, these 
distances increased to roughly 40 mm and 57 mm, respec-
tively.  Thus, the distance between adjacent tactors in both 
dimensions of the array exceeded the estimate of 30 mm as 
the two-point limen on the forearm [33, 34]. 

4.3 General Test Protocols 
Testing was conducted in a sound-treated booth that con-
tained the components of the tactile device. A monitor, 
keyboard, and mouse were connected to a desktop com-
puter located outside the booth.  This computer ran the ex-
periments with custom-made Matlab programs.  At the 
start of each test session, the tactile device was fit on the 
participant’s forearm, as described in Sec. 4.2 above, fol-
lowed by the delivery of sample stimuli to ensure that the 
tactors were making proper contact with the skin.  For all 
measurements, the participant wore a pair of acoustic-
noise cancelling headphones (Bose QuietComfort 25) over 
which a pink masking noise was presented at a level of 
roughly 63 dB SPL.  This was done to mask any auditory 
signals arising from the tactile device.  

Participants were tested in 2-hour sessions with breaks 
as needed between experimental tasks.  The number of ses-
sions required for completing the phoneme training and 
testing tasks varied across participants.  Two participants 
required 4 sessions (P1 and P6), two required 3 sessions (P9 
and P10), and the remaining six participants completed the 
tasks within 2 sessions. 

4.4 Level Settings 
Two steps were taken to control the perceived intensity of 
vibrotactile signals at different frequencies and different 
locations on the forearm: threshold measurements were 
obtained at one tactor followed by perceived intensity ad-
justments at the other tactors.  These settings were estab-
lished during the first test session for each participant and 
then used in subsequent sessions. 

4.4.1 Threshold Measurements 
Individual detection thresholds were measured at 60 and 
300 Hz for one tactor on the dorsal side of the forearm near 
the center of the array (i.e., the tactor in row ii, column 4; 
see Fig. 1). Thresholds were measured using a three-inter-
val, two-alternative, one-up two-down adaptive forced-
choice procedure with trial-by-trial correct-answer feed-
back. The level of the vibration was adjusted adaptively 
using the one-up, two-down rule to estimate the stimulus 
level required for 70.7% correct detection [40].  A step size 
of 5 dB was employed for the first four reversals, and 
changed to 2 dB for the next 12 reversals. A 400-ms signal 
(including a 10-ms Hanning window on/off ramp for 
smoothing onsets and offsets, avoiding  energy spread in 
the frequency domain, and ensuring that the signal begins 
and ends at 0) was presented with equal a priori probability 
in one of the three intervals, and no signal was presented 
during the remaining two intervals. The participant’s task 
was to identify the interval containing the signal.  Each in-
terval was cued visually on a computer monitor during its 
400-ms presentation period with a 500-ms interstimulus in-
terval.  Signal levels were specified in dB relative to the 
maximum output of the system.  The threshold measure-
ments began with a signal level set at –20 dB re maximum 
output. The threshold level was estimated as the mean 
across the final 12 reversals. 

Across the 10 participants, thresholds at 300 Hz ranged 
from –57.0 to –35.0 dB re maximum output with a mean of 
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–45.0 dB and standard deviation of 6.9 dB.  At 60 Hz, 
thresholds ranged from –41.8 to –26.2 dB re maximum out-
put, with a mean of –32.8 dB and a standard deviation of 
6.3 dB.  The greater sensitivity at 300 Hz compared to 60 
Hz is consistent with previous measurements in the litera-
ture [41] and possibly included the differences in tactor re-
sponses at these two frequencies. 

4.4.2 Intensity Adjustments 
For each participant, the perceived intensity of the 24 tac-
tors was equalized using a method of adjustment proce-
dure.  The reference signal was a 300-Hz sinewave deliv-
ered at a level of –10 dB re maximum output to the tactor 
that was used in the detection threshold measurements. 
The level of each of the 23 remaining tactors was then ad-
justed so that its strength matched that of the reference tac-
tor. For each adjustment, the reference tactor and the se-
lected test tactor were delivered in a repeating sequence of 
three signals consisting of Reference-Test-Reference.  Fol-
lowing each sequence, the participant was asked to judge 
whether the strength of the test signal was lower or higher 
than the reference signal, and its level was then adjusted 
accordingly in 2-dB steps.  The sequence was repeated un-
til the participant was satisfied that the reference and test 
signals were at equal perceived strength.  The signals in the 
sequence were presented at a duration of 400 ms with a 
300-ms inter-stimulus interval.  The experimenter con-
trolled the selection of the test tactor and the level adjust-
ments based on the judgments of the participant.  This pro-
cedure yielded a level-adjustment table consisting of a 
level in dB relative to maximum output for each tactor, 
chosen to produce equal perceived strength across all tac-
tors.  
      On average across participants, the reference signal 
was presented at 35 dB sensation level (SL) relative to the 
300-Hz threshold. The map derived for the 300-Hz signal 
was applied to other signal levels using the relative differ-
ences between levels of the test tactors and the reference 
tactor.  This map was also used for a 60-Hz signal, taking 
into account the threshold measurement at 60 Hz and us-
ing the same relative differences between levels of the test 
tactors and the reference tactor as was obtained at 300 Hz.  
The use of the same intensity adjustments at both signal 
frequencies is based on the shape of the subjective magni-
tude contours reported by Verrillo, Fraioli, and Smith [42].  
The growth of perceived magnitude for frequencies in the 
range of 20 to 400 Hz is roughly linear as sensation level is 
increased from threshold to 55 dB SL. 
    Representative equalization results across the set of tac-
tors are shown in dB re maximum output for P9 in Table. 
3.  This participant’s adjustments indicate that signals on 
the volar surface required less amplitude than the refer-
ence signal and the tactors on the dorsal surface (suggest-
ing greater sensitivity on the volar surface for this partici-
pant).  These adjustments were used to control the inten-
sity of the tactile signals used in the phoneme identification 
study described below.  The level of the tactile stimuli was 
set for each participant at 25 dB SL relative to the threshold 
measured on the reference tactor (row ii, column 4) at 300 
Hz. 

4.5 Tactile Phoneme Identification Study 
The participants were provided training and testing on the 
identification of the 39 tactile symbols created for the con-
sonants and vowels, as described in Tables 1 and 2 and 
Figs. 2 and 3. 

4.5.1 Phoneme Sets 
The tactile phonemes were introduced to the participants 
in the order described in Table 4, with consonants preced-
ing vowels.  The consonants and vowels were introduced 
gradually, with each new set building on the previous set. 
The training sets generally consisted of stimuli from within 
a given class of phonemes that were constructed along sim-
ilar principles as described in Secs. 3.1 and 3.2 above. This 
approach was employed to help participants learn to dis-
tinguish minimal contrasts that were used to generate the 
phonemic stimuli.  For example, one set of consonants con-
tained the six plosives, all of which had the same duration 
and frequency of vibration, but differed according to loca-
tion on the array and amplitude modulation (see Table 1).  
   For consonants, the initial set C1 consisted of the 6 plo-
sives; set C2 consisted of C1 plus six fricatives; set C3 con-
sisted of C2 plus six additional stimuli (2 affricates, 2 frica-
tives, and two semivowels); and set C4 consisted of C3 plus 
the remaining 3 semivowels and 3 nasals.  After training 
was completed on the 24 consonants in set C4, three sets of 
vowels were introduced.  Set V1 contained 6 long vowels, 
set V2 consisted of V1 plus 4 short vowels, and set V3 con-
sisted of V2 plus 5 diphthongs.  After training was com-
pleted on the full set of 15 vowels, sets V3 and C4 were 
combined to form the full set of 39 stimuli (CV39). 

4.5.2 Training Procedure 
For each of the sets defined in Table 4, participants en-
gaged in two types of training activities.  The first was an 
unstructured mode of training, referred to as free-play, in 
which presentation of the stimuli was under the partici-
pant’s control.  This was followed by the use of an identi-
fication paradigm which employed trial-by-trial correct-
answer feedback along with the option for the participant 
to replay stimuli arising from error trials.  Both procedures 
were implemented in Matlab. 

In the unstructured mode of free-play training, partici-
pants were seated in front of a monitor that contained icons 
labeled with the orthographic representations of the pho-
nemes within a given set.  They were able to control the 
presentation of the tactile signal associated with any given 
member of the set by selecting an icon and using a com-
puter mouse to click on “Play.”  Based on previous re-
search suggesting that visual displays may benefit observ-
ers in the learning of a tactile task [43], participants were 
also given the option of clicking on “Show” to activate a 
visual representation of the duration, frequency, modula-
tion, and motion of the tactile signal associated with the 
selected phoneme.  This representation was displayed on 
a 4x6 visual plot corresponding to the tactor array. During 
free-play, participants were free to select icons for tactile or 
visual presentation and could use as much time as they 
wished on this activity.  A log was kept of the participant’s 
activity, including a record of the stimuli selected for 
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presentation, the modality of presentation, and a time 
stamp for each selection. 

After the participant finished using the free-play mode 
on any given set, training was continued through the use 
of a one-interval, forced-choice identification paradigm 
with trial-by-trial correct-answer feedback.  On each trial, 
one of the stimuli was selected randomly for presentation 
and the participant’s task was to select one of the alterna-
tives from the set, which were displayed on the screen.  On 
error trials, the stimulus and the incorrect response were 
illuminated in different colors on the screen. The partici-
pant was given the option of comparing the signals associ-
ated with the incorrect response and the stimulus, using 
either “Play” for tactile presentation or “Show” for visual 
display of these signals.  Participants were given unlimited 
time for replaying the stimuli.  For sets C1, V1, and CV39 
(C4+V3), stimuli were selected randomly with replace-
ment.  For sets C2, C3, C4, V2, and V3, half the trials were 
devoted to new phonemes that had been added to the set 
and half to phonemes that had been introduced in a previ-
ous set.  The number of trials presented in the training runs 
increased with the number of stimuli in the set.  Training 
runs were conducted until a criterion level of performance 
was obtained (in the range of 80-90% correct) before pro-
ceeding to training on the next phoneme set in the se-
quence shown in Table 4.  

4.5.3 Testing Procedure 
Testing began immediately after training was completed. 
Testing was conducted using the identification paradigm 
described above, except that the use of any type of feed-
back was eliminated.  These tests were conducted on all 
participants for CV39, where at least two 78-trial runs were 
collected.  On each run, each of the phonemes was pre-
sented twice in a randomly selected order.  Stimulus-re-
sponse confusion matrices were used to calculate percent-
correct scores and were analyzed to examine patterns of 
confusion among the tactile symbols.  An analysis was also 
conducted of the response times that were recorded on 
each trial of a test run, measured as the duration between 
the offset of the stimulus and the onset of the participant’s 
response. 

4.5.4 Training and Test Results 
A summary of performance on tactile phoneme identifica-
tion is shown in Fig. 5, where each panel contains results 
for one of the ten participants.  Percent-correct phoneme 
recognition scores on the various stimulus sets are plotted 
as a function of the cumulative duration of training (open 
symbols) and testing (filled symbols).  [The time spent on 
training within the free-play mode was added into the cu-
mulative duration at the time periods when it occurred.]  
Note that once criterion performance was achieved with a 
given stimulus set, the next set was introduced, generally 
resulting in a decrease in performance until criterion was 
achieved again.  Thus, these are not traditional learning 
curves with monotonically increasing levels of perfor-
mance. The total duration of time required to meet the cri-
teria for training, as well as final scores on the full set of 
CV39 stimuli, varied across participants.  The length of 

time required to complete the training ranged from 
roughly 50 minutes (P8) to 230 minutes (P6). Of the 10 par-
ticipants, seven achieved a test score on the full set of CV39 
stimuli within the range of 85% to 97% correct, while three 
of the participants (P4, P6, and P9) were less successful in 
mastering the task with maximal test scores in the range of 
71% to 76% correct. 

Trends were also examined in the participants’ use of 
the unstructured free-play mode as part of the training 
protocol.  Within the free-play program itself, participants’ 
activities were analyzed in terms of the time spent access-
ing each phoneme.  Across phonemes and participants, a 
mean duration of 48.3 s per phoneme (standard deviation 
of 13.2 s) was calculated.  Across participants, the use of 
the Play option for presentation of stimuli through the tac-
tile device far exceeded that of the Show option for a cor-
responding visual display.  On average, across stimulus 
sets and participants, the Play option (mean across pho-
neme groups and participants of 243.0 s) was used roughly 
16.5 times more often than the Show option (mean of 14.7 
s). 
     A 39-by-39 stimulus-response confusion matrix (with 
rows corresponding to each phoneme presented) was con-
structed from the two maximally scoring test runs on the 
CV39 set from each of the 10 participants (a total of 1,560 
trials arising from 10 participants × 4 trials per phoneme × 
39 phonemes).  Each entry 𝑛𝑛𝑖𝑖𝑖𝑖 (i, j = 1, …, 39) represents the 
number of times that phoneme i is called phoneme j. The 
diagonal entries 𝑛𝑛𝑖𝑖𝑖𝑖  (i = 1, …, 39) are the correct responses. 
The off-diagonal entries 𝑛𝑛𝑖𝑖𝑖𝑖 (i ≠ j) are the error trials. The 
row sum 𝑛𝑛𝑖𝑖 = ∑ 𝑛𝑛𝑖𝑖𝑖𝑖39

𝑖𝑖=1  represents the total number of times 
that the i-th phoneme was presented. The error percent-
ages are calculated as 𝑒𝑒𝑖𝑖𝑖𝑖 = 100 × ∑ 𝑛𝑛𝑖𝑖𝑖𝑖39

𝑖𝑖=1 /𝑛𝑛𝑖𝑖  for entries 
where 𝑖𝑖 ≠ 𝑗𝑗.   For the confusion matrix constructed here 
(provided in the Supplemental Materials), the overall cor-
rect-response rate was 85.77% (thus an overall error rate of 
14.23%). 
      A visualization procedure was used to depict patterns 
of confusion among the phonemes in the matrix.  In this 
procedure, the user specifies the range of errors to be visu-
alized. Any 𝑒𝑒𝑖𝑖𝑖𝑖 that falls into the range is then shown as the 
phoneme pair i-j with a line connecting two circles labeled 
with the phoneme stimulus and phoneme response, re-
spectively. It follows that there might be multiple lines 
connecting one phoneme to multiple other phonemes. The 
locations of the circles representing the phonemes and 
their relative distances can be adjusted by the user to 
change the layout of visualization, and they do not carry 
any additional information.  The layout shown in Fig. 6 
uses a minimum error percentage of 7.5% (i.e., at least 3 
errors in any off-diagonal cell) and a maximum error of 
25% which corresponded to the maximal error rate of any 
off-diagonal entry observed in the data.  These results in-
dicate that error patterns existed within the 15 vowels and 
within the 24 consonants, but not across these two major 
categories.   
      The confusions observed within the vowels are de-
picted on the top of Fig. 6.  Seven of the 15 vowel stimuli 
(ER AH AW IH I OE OO) were highly identifiable with no 
off-diagonal errors greater than 7.5%.  Two pairs of vowels 
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formed clusters with confusion rates of roughly 10% for 
UH–EH and 12% for AY-AE.  The remaining notable con-
fusions were grouped into a four-stimulus cluster contain-
ing EE, OW, OY, and UU.  The stimulus OW was confused 
with EE (error rate of 10%) and OY (7.5%), and OY in turn 
was confused with UU (10%).  Nearly all of these confused 
pairs consist of tactile symbols with the same duration and 
direction of movement but differing in other properties in-
cluding location along the longitudinal dimension (e.g., 
AY-AE) and the particular type of movement that was em-
ployed (e.g., EE-OW and OY-UU both contrast the salta-
tory sensation with a different type of movement). For the 
confused pairs UH-EH and OW-OY, on the other hand, the 
members of each pair evoke the same type of movement 
but differ in its direction and location on the array.   
     Confusions observed among the consonant stimuli are 
shown on the bottom of Fig. 6.  Among the consonants, five 
stimuli were identified with no off-diagonal error rates 
greater than 7.5% (S Z CH J NG).  Confusion patterns on 
the remaining 19 stimuli were arranged into seven clusters.  
Two of these clusters described confusions solely among 
plosive stimuli.  These were confusions of D-T (error rate 
of 16%) and a 4-item cluster containing P, B, K, and G.  
These confusions included B-P (at an error rate of 17.5%), 
P-K (7.5%), and K-G (15%). Among this set of confusions, 
all stimuli were the same duration (100 ms) and included 
the three pairs of voicing contrasts (P-B, T-D, and K-G).  
Within each of these pairs, the two confused stimuli oc-
cupy the same location on the array and differ only in the 
contrast of an unmodulated with a modulated 300-Hz sin-
ewave.  The P-K confusion represents an error of location 
(wrist versus elbow). Two additional two-item clusters 
were observed, both at an error rate of 7.5%: V-M (which 
differ in location as well as frequency of vibration) and ZH-
R (which differ in modulation frequency).  The three final 
clusters each contained three items.  These were confusions 
at a rate of 7.5% between TH-DH (unmodulated versus 
modulated tone), DH-N and TH-N (dorsal/volar and fre-
quency confusions). Another group highlighted errors of 
SH with F at a confusion rate of 12.5% (dorsal/volar con-
fusion) and SH with L at a rate of 7.5% (modulated versus 
unmodulated tone).  The final group contained confusions 
of Y-W (at a rate of 25%) and Y-H (12.5%).  All three pho-
nemes used a 60-Hz sinewave, but had differences in mod-
ulation and/or location (see Fig. 2). 

Response times were also examined as an indication of 
the processing demands placed on the participants.  In Fig. 
7, mean response times across participants are plotted as a 
function of the number of stimuli in the set (on a base 2 
logarithmic scale). For consonants, mean response times 
increased from 2.2 to 3.8 s as the number of items in the set 
increased from 6 to 24.  For vowels, the response time in-
creased from 2.0 to 3.3 s as the set size increased from 6 to 
15.  When all 39 phonemes were included in the set, mean 
response time increased to 4.2 s. The slope of the function, 
for number of items in the set regardless of phoneme 
group, is roughly 0.07 s per doubling of the items in the set. 

5 DISCUSSION 
After modest amounts of training (from one to four hours), 
the tactile codes generated to convey the 39 English pho-
nemes through a 4×6 array of tactors could be identified by 
naïve, young adult participants at high rates of accuracy.  
The data plotted in Fig. 5 indicate that generally longer 
amounts of training were required for the consonants com-
pared to the vowels, with likely reasons for this being that 
consonants were trained on first and contained a larger 
number of items in the full set.  However, other factors may 
also be related to the greater ease with which vowels were 
acquired.  Comparing the performance on the first conso-
nant set (C1, containing 6 items) with the first vowel set 
(V1, also containing 6 items), it can be seen that scores on 
C1 generally began at much lower levels than on V1.  Alt-
hough the participants’ previous experience with the con-
sonant codes may be related to their greater facility with 
vowel acquisition, it is possible that characteristics of the 
construction of the codes for consonants and vowels may 
also play a role.  The different movement patterns em-
ployed in the vowel codes may have been more easily 
learned than the static contrasts of spatial location and 
waveform employed in the plosive sounds of the C1 set.  
With sufficient training, however, it appears that both 
vowel and consonant stimuli could be acquired by the par-
ticipants.   

The error patterns observed in the stimulus-response 
confusion analysis indicate that the vowels were perceived 
separately from the consonants, as no appreciable confu-
sions were observed between these two classes of codes.  
Among the vowel stimuli, the direction of movement was 
rarely confused.  Instead, vowel errors arose from confu-
sions with the location on the array at which stimuli were 
presented, as well as with confusions between different 
types of evoked movement (e.g., apparent versus saltatory 
movement).  For consonants, errors were primarily con-
centrated on confusions of voiced and unvoiced pairs of 
stimuli which were coded by the use of a modulated ver-
sus unmodulated sinewave, as well as on errors related to 
location on the array in both the dorsal-volar and elbow-
to-wrist dimensions. 

In the approach to training taken here, participants 
were given the opportunity to practice with stimuli presen-
tations under their own control, including the option for 
presentation in an alternative modality (vision) as well as 
through the tactile device.  In terms of their usage of these 
options, the participants were much more likely to initiate 
tactile rather than visual stimulus presentations as they 
were learning the stimuli.  This observation suggests that 
the visual display employed here did not provide partici-
pants with useful information to promote their learning of 
the signals.  It is not clear whether this is due to character-
istics of the particular visual display employed here, or 
whether alternative modality training, in general, does not 
transfer readily to the tactile task.  Exploration of alterna-
tive visual displays as well as training options in another 
modality such as hearing is warranted. 

Another approach to phonemic coding of tactile sym-
bols has been reported recently by Zhao et al. [44] using a 
2x3 array of tactors applied to the dorsal forearm.  Five 
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consonants were coded using single-point activation on 
the array at a duration of 180 ms, and four vowels were 
coded using sequential two-point activation at a duration 
of 770 ms.  Phoneme labels were assigned to these tactile 
codes either with a random association or using a place-of-
articulation mapping similar to that employed in the cur-
rent study.  Following training with feedback on identifi-
cation of the 9 phonemes in an AXB paradigm (where X 
was the phoneme to be identified), participants performed 
similarly (roughly 80% correct), regardless of the mapping 
strategy.  The articulatory mapping approach, however, 
proved to be advantageous for recognition of words con-
structed from sequences of tactile phonemes. 

 The levels of performance obtained on the phonemic-
based tactile codes described in the current study are 
promising for use in further research concerned with the 
identification of tactile words and phrases. The phoneme-
recognition rate achieved here of 86% correct compares 
well to that reported previously for laboratory-trained us-
ers of acoustic-based tactile displays of speech [45, 46]. 
Weisenberger and Percy [45] studied phonemic reception 
through a seven-channel tactile aid that was applied to the 
volar forearm and provided a spectral display of the acous-
tic speech signal.   The ability of laboratory-trained normal-
hearing users  to identify items in six different sets of 8 con-
sonants or vowels produced by a live talker ranged from 
16 to 32% correct across sets. Performance on a set of 24 
consonants dropped to 12% correct.  Weisenberger et al. 
[46] conducted studies of phonemic identification using a 
6x5 array of tactors attached to the forearm (similar in size 
and applied to the same body site as that used here).  The 
tactile device provided information about properties of 
speech that were derived from the acoustic waveform. In a 
group of normal-hearing participants who were highly ex-
perienced in laboratory use of tactile speech displays (and 
had roughly 5 hrs of experience with this particular de-
vice), performance on sets of 9 vowels or 10 consonants 
was roughly 40% correct, and fell to 23% correct for a set of 
19 consonants.  It is important to point out a major differ-
ence between these studies and the one reported here.  In 
the current work, each phoneme is represented by one tac-
tile code. When the raw acoustic speech signal of live talk-
ers is used to extract information for the tactile display, 
however, the users of the display must cope with the to-
ken-to-token variability that arises in the representation of 
each phoneme, thus increasing the difficulty of the task. 
     Evidence that the phonemic recognition rate achieved 
here is sufficient to support the recognition of tactile words 
and phrases is provided by results obtained with experi-
enced users of the Tadoma method of speechreading [3]. 
Even though the segmental reception ability of Tadoma us-
ers for consonants and vowels in nonsense syllables is 
roughly 55% correct, they are nonetheless able to under-
stand conversational sentences spoken at slow-to-normal 
rates with 80% correct reception of key words.  These Tad-
oma results indicate that partial information at the phone-
mic level can be combined with knowledge of supra-seg-
mental properties of speech as well as semantic and lin-
guistic cues to support the recognition of spoken language. 

Thus, the tactile phonemic results obtained here offer sup-
port for the successful use of these tactile phonemic codes 
in the reception of tactile words and phrases.  In fact, pre-
liminary studies indicate that participants exhibit memory 
capacity sufficient for using the tactile phonemic codes to 
interpret words [47, 48]. 
    Although the results reported here support the feasibil-
ity of a phonemic-based tactile aid, there are still a number 
of challenges that must be addressed in the realization of a 
practical device for speech communication. In addition to 
the need for accurate real-time ASR at the front end of the 
system, there is also the need to cope with the complex lis-
tening environments associated with real-world situations.    
This includes the need to distinguish among multiple 
speech sources arising from different directions as well as 
the ability to separate the target speech from background 
interference. Whereas the attentional systems of persons 
with normal hearing allow them to cope with such com-
plex auditory situations, signal-processing algorithms 
must be developed that will allow the user of a tactile aid 
to focus on the intended source and filter out unwanted 
interference. Further research is required to address these 
issues in the development of a wearable tactile speech-
communication system for use in real-world situations. 

6 CONCLUSIONS 
A set of tactile symbols corresponding to 39 English pho-
nemes was developed for use in a tactile speech communi-
cation device.  This approach assumes that a string of pho-
nemes corresponding to an utterance can be produced at 
the front end of the device by an automatic speech recog-
nizer.  The tactile codes were developed for presentation 
through a 4×6 array of independently activated tactors ap-
plied to the forearm.  Preliminary studies with a group of 
10 naïve participants indicated that the tactile codes could 
be identified at high rates of proficiency within several 
hours of training.  These results support the feasibility of a 
phonemic-based approach to the development of tactile 
speech communication devices.  Future research will ad-
dress the reception of words and sentences composed of 
strings of tactile phonemes. 
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SUPPLEMENTAL MATERIALS 
Detailed timing diagrams for the vowels and a stimulus-
response confusion matrix can be found in the Supple-
mental Materials accompanying this article. In addition, 
videos visualizing the tactile stimuli for the consonants 
and vowels can be found at https://youtu.be/Fr0-XucK-
GEY and https://youtu.be/CYfqcdnvMyE, respectively.   
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Table 1.  Description of tactile codes developed for 24 consonant phonemes.  The IPA notation and the orthographic 
representation for each consonant are provided in columns 1 and 2, respectively.  A description of the waveform is 
provided in columns 3 and 4, location on the tactile array in columns 5 and 6, number of tactors employed in the code in 
column 7, and stimulus duration in column 8.  Finally, the tactors used for each code are provided in the last column.  
The tactors are defined using the conventions described in the schematic illustration of Fig. 1.  The default shaping for 
was a 10-ms Hanning window on/off ramp, except for the cos2 windows as noted in column 4. 
 

IPA 
Sym-
bol 

Pho-
neme 
Code 

Waveform Location # of  
Tactors 

Dura-
tion 
(ms) 

Tactors In-
volved 

  Fre-
quency 
(Hz) 

Modula-
tion 
(Hz) or 
Shaping 

Transverse Longitudi-
nal 

(Simul- 
taneous) 

  

/p/ P 300   Dorsal Wrist 4 100 i5, i6, ii5, ii6 
/b/ B 300 30 Dorsal Wrist 4 100 i5, i6, ii5, ii6 
/t/ T 300  Volar Mid-Fore-

arm 
4 100 iii3, iii4, iv3, 

iv4 
/d/ D 300 30 Volar Mid-Fore-

arm 
4 100 iii3, iii4, iv3, 

iv4 
/k/ K 300  Dorsal Elbow 4 100 i1, i2, ii1, ii2 
/g/ G 300 30 Dorsal Elbow 4 100 i1, i2, ii1, ii2 
/f/ F 300  Dorsal+Vo-

lar 
Wrist 4 400 i6, ii6, iii6, 

iv6 
/v/ V 300 8 Dorsal+Vo-

lar 
Wrist 4 400 i6, ii6, iii6, 

iv6 
/Ɵ/  TH 300  Dorsal Mid-Fore-

arm 
4 400 i3, i4, ii3, ii4 

/ð/ DH 300 8 Dorsal Mid-Fore-
arm 

4 400 i3, i4, ii3, ii4 

/s/ S 300  Dorsal+Vo-
lar 

Elbow 4 400 i1, ii1, iii1, 
iv1 

/z/ Z 300 8 Dorsal+Vo-
lar 

Elbow 4 400 i1, ii1, iii1, 
iv1 

/ʃ / SH 300  Volar Wrist 4 400 iii5, iii6, iv5, 
iv6 

/Ȝ/ ZH 300 8 Volar Elbow 4 400 iii1, iii2, iv1, 
iv2 

/ʧ / CH 300 𝑐𝑐𝑐𝑐𝑐𝑐2 Dorsal Wrist+El-
bow 

4 400 i1, i6, ii1, ii6 

/ʤ / J 300 8 Dorsal Wrist+El-
bow 

4 400 i1, i6, ii1, ii6 

/m/ M 60 8 Dorsal Wrist 4 400 i5, i6, ii5 ,ii6 
/n/ N 60 8 Volar Mid-Fore-

arm 
4 400 iii3, iii4, iv3, 

iv4 
/ŋ/ NG 60 8 Dorsal Elbow 4 400 i1, i2, ii1, ii2 
/h/ H 60 𝑐𝑐𝑐𝑐𝑐𝑐2 Dorsal+Vo-

lar 
Mid-Fore-
arm 

8 400 i4, i5, ii4, ii5, 
iii4, iii5, iv4, 
iv5 

/w/ W 60 8 Dorsal+Vo-
lar 

Wrist-Mid 8 400 i3, i4, i5, i6, 
iii3, iii4, iii5, 
iii6 

/r/ R 300 30 Volar Elbow 4 400 iii1, iii2, iv1, 
iv2 

/l/ L 300 30 Volar Wrist 4 400 iii5, iii6, iv5, 
iv6 

/j/ Y 60  Dorsal+Vo-
lar 

Wrist-Mid 8 400 i3, i4, i5, i6, 
iii3, iii4, iii5, 
iii6 
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Table 2.  Description of the tactile codes developed for 15 vowels.   The IPA notation and the orthographic representation 
for each vowel are provided in columns 1 and 2, respectively.  A description of the waveform is provided in columns 3 
and 4, location on the tactile array (as described in Fig. 1) in columns 5, type of movement in column 6, number of tactors 
employed in the code in column 7, stimulus duration in column 8, and a description of the subjective impression in 
column 9.  The default shaping for was a 10-ms Hanning window on/off ramp, except for the cos2 windows as noted in 
column 4. 
 
 

IPA 
Symbol 

Phoneme 
Code 

Waveform or Shaping Location on 
Array  

Movement  # of  
Tactors 

Duration 
(ms) 

Subjective 
Impression 

  Frequency 
(Hz) 

Modula-
tion 
(Hz) 

  (In succes-
sion) 

  

/i/ EE 300  Top dorsal 
row 

Longitudinal: 
Wrist-to-El-
bow 

6 480 Smooth 
movement 

/ɑ/ AH 60  2 dorsal 
rows 

Longitudinal: 
Elbow-to-
Wrist 

6 (on each 
of 2 rows) 

480 Wide 
movement 

/u/ OO 300 30 2 volar 
rows 

Longitudinal: 
Wrist-to-El-
bow 

6 (on each 
of 2 rows) 

480 Rumbling 
motion 

/ae/ AE 300  2 dorsal 
rows; 3 col-
umns near 
elbow 

Use of pulses 
to create cir-
cular motion 
near elbow 

12 (6 tactors 
activated 
twice) 

480 “Twinkle” 
Sensation 

/Ɔ/ AW 300  2 volar rows; 
3 columns 
near wrist 

Use of pulses 
to create cir-
cular motion 
near wrist 

12 (6 tactors 
activated 
twice) 

480 “Twinkle” 
Sensation 

/ɝ/, /ɚ/ ER 300  2 volar rows; 
3 columns 
near elbow 

Use of pulses 
to create cir-
cular motion 
near elbow 

12 (6 tactors 
activated 
twice) 

480 “Twinkle” 
Sensation 

/Ʌ/ UH 300  4 rows on 2 
columns in 
front and 
middle of ar-
ray 

From front to 
middle of ar-
ray on 2 col-
umns 

2 on each of 
4 rows 

240 Grabbing 
sensation 
near wrist  
and middle 
of arm 

/I/ IH 300  Top dorsal 
row 

From elbow 
to middle of 
forearm 
across 4 col-
umns 

4 240 Quick 
smooth 
movement 

/Ɛ/ EH 300  4 rows on 2 
columns in 
back and 
middle of ar-
ray 

From elbow 
to middle of 
forearm on 2 
columns 

2 on each of 
4 rows 

240 Grabbing 
sensation 
near elbow 
and middle 
of arm 

/U/ UU 300 30 Two volar 
rows 

From elbow 
to middle of 
forearm 
across 4 col-
umns 

4 on each of 
2 rows 

240 Quick 
movement 

/eI/ AY 300 30 2 dorsal 
rows near 
wrist 

From mid-
forearm to 
wrist and 
back 

8 480 Forms tents 
shape; rum-
bling sensa-
tion 
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/aI/ I 300 30 2 volar and 2 
dorsal rows 
near elbow 

From elbow 
to mid-fore-
arm and back 

2 rows of 
four col-
umns in 
each direc-
tion 

480 Sweeping 
motion; 
rumbling 
sensation 

/aU/ OW 300  Top dorsal 
row 

From wrist to 
elbow; 
Cutaneous 
rabbit 

3 taps on 
each of 3 
tactors 

480 Tapping 
sensation 

/OU/ OE 300 Cos2 

window 
Two middle 
columns; 
four rows 

Moves across 
tactors to cre-
ate a ring 

5 tactors on 
each of  
2 columns 
(1 tactor ac-
tivated both 
at begin-
ning and 
end of se-
quence) 

480 Smooth cir-
cular ring 

/ƆI/ OY 300  One volar 
row 

From elbow 
to wrist; Cu-
taneous rab-
bit 

3 taps on 
each of 3 
tactors 

480 Tapping 
sensation 
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Table 3.  Example of equalization results across the set of 24 tactors for P9.  The reference was a 300-Hz signal at a level 
of –10 dB relative to maximum output, presented at the tactor in row ii, column 4 of the array.  The levels of the other 
tactors (shown in dB relative to maximum output) represent the matches made by the participant for equal strength with 
the reference tactor. See Figure 1 for tactor row and column layout. 
 

Tactor 
Row\Col-
umn 

Column 1 Column 2 Column 3 Column 4 Column 5 Column 6 

Row i –9 –11 –9 –9 –13 –9 
Row ii –9 –10 –10 –10 –13 –9 
Row iii –13 –13 –16 –13 –13 –10 
Row iv –10 –13 –13 –12 –13 –13 
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Table 4.  Stimulus Sets Employed in Training and Testing for Phoneme Identification.   
Consonant sets are labeled as “C” followed by a number; vowel sets are labeled as 
 “V” followed by a number. 
 

Set Number of Items Stimuli in Set 
C1 6 P B T D K G 
C2 12 C1 plus F V TH DH S Z 
C3 18 C2 plus CH J SH ZH H W 
C4 24 C3 plus M N NG R L Y 
V1 6 EE AH OO AE AW ER 
V2 10 V1 plus UH IH EH UU 
V3 15 V2 plus AY I OW OE OY 
CV39 39 C4 plus V3 
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Figure 1.   Schematic illustration of the layout of the tactors in the experimental device.  
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Figure 2.  Schematic description of patterns generated on the tactile display for each of the 24 consonant phonemes.  The description for each phoneme 
includes properties of the stimulus waveform, duration, and location on the array in the dorsal-volar and wrist-to-elbow dimensions.  To eliminate crowding 
on the visual displays and for ease in interpreting the codes, the phoneme descriptions are divided among three different layouts. 
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Figure 3.  Schematic description of the movement patterns generated on the tactile display for each of the 15 vowels and diphthongs.  For each phoneme, the 
description includes the location of the signal on the array in the dorsal-volar and wrist-to-elbow dimensions as well as properties related to the direction and 
extent of movement on the array. 
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Figure 4.  Top photograph (a) shows the layout of the 4×6 array of tactors with Velcro attachment to a denim gauntlet.  Bottom photograph (b) demonstrates 
the device as placed on an experimenter’s forearm, with the fabric gauntlet wrapped snugly around the arm. 
  



22 IEEE TRANSACTIONS ON JOURNAL NAME,  MANUSCRIPT ID 
 

 
 

 

Figure 5.  Results of phoneme training and testing.  Each panel shows results for one of the 10 participants.  Percent-correct phoneme scores are plotted as a 
function of total training and testing time (in hours).  Different symbols represent different phoneme sets.  Unfilled data points show scores obtained on 
training runs with correct-answer feedback, and filled data points show test scores obtained without feedback.  The phoneme sets are defined in Table 4. 
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Figure 6.  Results of visualization procedure used to depict confusion patterns observed in the stimulus-response matrix for 39 phonemes, with a minimum 
error percentage of 7.5%.  Vowel confusions are shown on the top, and consonants on the bottom.  Each phoneme is represented by one of the circles. Pairs 
of phonemes with confusion rates greater than 0.075 are connected by lines; the semi-circle ending indicates the direction in which the error was made.  For 
example, EH was misidentified as UH whereas errors in the opposite direction were not observed.  For the cases of G-K and R-ZH, it can be seen that errors 
occurred in both directions. 
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Figure 7.  Plot of mean response times as a function of number of items in the stimulus sets (base 2 logarithmic scale), as defined in Table 4.  Response times, 
measured as the duration between signal offset and initiation of participant’s response on each trial of the identification paradigm, are averaged across the 10 
participants.  Error  bars represent ± 1 standard deviation around the mean. 
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