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ABSTRACT 
Recent studies have shown that decomposing spoken or written 
language into phonemes and transcribing each phoneme into a 
unique vibrotactile pattern enables people to receive lexical 
messages on the arm. A potential barrier to adopting this new 
communication system is the time and effort required to learn 
the association between phonemes and vibrotactile patterns. 
Therefore, in this study, we compared the learnability and 
generalizability of different learning approaches, including 
guided learning, self-directed learning, and a mnemonic device. 
We found that after 65 minutes of learning spread across 3 days, 
67% of participants, including both native and non-native 
English speakers, following the guided learning could identify 
100 haptic words with over 90% accuracy, while only 20% of 
participants using the self-directed learning paradigm could do 
so.  

CCS CONCEPTS 
• Human-centered computing → Human computer 
interaction (HCI) → HCI design and evaluation methods 
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1 INTRODUCTION 
Various efforts have been made to enable people with impaired 
vision or hearing to communicate through touch and vibration 
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since the 1800s. For example, visually impaired people can touch 
raised dots (Braille) to read; and deaf-blind people can use the 
Tadoma method [1], in which the thumb is placed on a speaker’s 
lips and the fingers are placed on the jaw and throat, to perceive 
speech based on vibration and movement. 

On the other hand, research on transcutaneous 
communication (TLC) in people with normal vision and hearing 
started later. In 1924, Gault reported the first case of a male 
participant with normal vision and hearing who attained 88% – 
95% accuracy recognizing 34 spoken words with his palm based 
on the vibrations of a speaking tube after 45.5 hours of flashcard 
training [15]. Geldard (1957) demonstrated that 3 participants 
achieved 75% – 100% accuracy in identifying 26 letters presented 
in vibrotactile format on their chest after 12 hours of flashcard 
training [16] and 1 participant reached 90% accuracy in sentence 
comprehension after 65 hours of flashcard training [17]. A 
female participant identified 250 words with 75.6% accuracy after 
80.5 hours of flashcard training using a different device (Queen’s 
Tactile Vocoder) which divides the acoustic waveform into 
multiple channels that are independently processed to activate 
specific vibrators on a haptic display worn on the ventral 
forearm [5, 7]. Although these initial attempts were encouraging, 
the limited sample size and long training times were barriers to 
the widespread adoption of TLC in people with normal vision 
and hearing.  

Efforts to remove these barriers progressed slowly, but 
momentum has increased with the widespread adoption of 
mobile and wearable devices, and the desire to offload the 
heavily taxed visual and auditory modalities. In one study, 12 
participants were able to identify the meanings of 9 vibrotactile 
patterns with close to 80% accuracy after 45 min of self-guided 
learning [14]. Moreover, with 30 minutes of flashcard training, 
24 participants could identify 26 letters and 10 digits with 85.9% 
and 88.6% accuracy, respectively, using a spatial-temporal 
vibrotactile device (EdgeVib) [24]. One drawback of mapping 
letters to vibrotactile patterns is that it cannot be applied to 
languages that do not use letters, like Chinese. In contrast, a 
phonemic approach is more generalizable and has higher speech-
to-touch information transfer rate (i.e., on average, 3.34 
phonemes per word [23] vs. 5 letters per word [4]).  

In a recent work, Zhao and colleagues proposed a 
“phonemic” approach, in which each phoneme is paired with an 
unique vibrotactile pattern based on place-voice-manner of 
articulation, that demonstrated 83% recall accuracy for 10 words 
after 28 minutes of self-guided and flashcard training [34]. 
Retention and generalization were encouraging, achieving 55% 
recall accuracy for new words, and after a short review of the 
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word list, the scores increased to 88%.  Acoustic coding 
algorithms, used in the Queen’s Tactile Vocoder [5–7] and 
vibrotactile vests [12, 29], had poorer recognition and retention 
of learned words and worse generalization to new words [32].  

The most commonly used learning approach in TLC was a 
traditional flashcard technique; where the correct answer was 
provided immediately after learners responded to each 
vibrotactile pattern [5, 7, 16, 24, 34]. Yet, studies have shown that 
compared to traditional flashcard techniques, incremental 
rehearsal, a method that intersperses 90% known and 10% 
unknown words in a flashcard method, gave better acquisition, 
retention, and generalization [28, 31]. Based on these promising 
results, we incorporated incremental rehearsal in TLC training. 

Another training approach that has been reported in TLC is 
self-guided learning, where the learners initiated the playback of 
the corresponding vibrotactile patterns using their own pace [14, 
34]. Self-guided learning shifts the learning responsibility to the 
learners themselves, making them more motivated and engaged, 
and are more likely to appreciate the learning materials [8, 35]. 
However, the success of self-guided learning largely depends on 
learners’ ability to monitor their own learning process, such as 
what to study, how to learn, and how to allot the time, etc. [21, 
22]. Furthermore, self-guided learning is better for people with 
greater experience, whereas for novices, guided learning is more 
effective, leading to less errors and higher performance [10].  

Additionally, learning through video game play has drawn a 
lot of attention recently. Its motivational, interactive, and 
multimodal elements make it fun and engaging, so learners are 
more likely to spend time mastering the skills [11]. Studies also 
showed that video games promoted language acquisition and 
non-native speech sound categorization [14,19]. Hence, we 
included incremental rehearsal and video game play with our 
guided learning paradigm. Based on aforementioned literatures, 
there is a reason to believe such design is more helpful for 
beginners to learn TLC than the traditional flashcard and self-
guided learning approaches. 

In this paper, we generated a set of vibrotactile patterns that 
are perceptually distinct and easily recognizable. These patterns 
are associated with phonemes based on the place-voice-manner 
of articulation [34]. We compared different learning approaches, 
in terms of recall and generalization accuracy. Generalization 
indicates the ability to identify new words based on learned 
knowledge. This is critical for reducing learning time. We first 
compared two learning paradigms: guided learning, which 
consisted of incremental rehearsal, flashcards, explore mode, and 
a video game in fixed time and order, analogous to a curriculum; 
and self-guided learning, which had flashcards and explore 
mode, where participants could navigate freely at their own 
pace. Finally, we tested if being consciously aware of the coding 
rule – place, voice, and manner of articulation – facilitated 
learning. 

2 Methods 

2.1 Haptic Stimuli 
The haptic stimuli consisted of rough and smooth single taps at 
the wrist, elbow, and upper-arm; and slow and fast motion cues 
in different directions on the forearm. The rough and smooth 

percepts were respectively generated by intermittent 15-ms-long 
bursts of 250 Hz sinusoidal waves every 27 ms and 250 Hz 
continuous sinusoidal waves. We limited the single taps to the 
wrist and elbow because past studies showed that tactors placed 
closer to body landmarks were localized more accurately [9]. 
267-ms-long slow and 120.6-ms-long fast motion cues, both 
including 10% ramp time, were respectively generated by four 
102-ms-long tactor activations with 55 ms stimulus onset 
asynchrony (SOA) and four 51.6-ms-long tactor activations with 
23 ms SOA.  

13 distinctive vibrotactile patterns were designed to map to 
13 phonemes (Fig. 1A), including 7 consonants /m/, /n/, /d/, /b/, 
/t/, /k/ and /s/, and 6 vowels /eɪ/ (Ate), /ɛ/ (sEt), /i/ (EAt), /ɪ/ (It), 
/aɪ/ (hIde) and /u/ (mOOn). The patterns are associated with 
phonemes based on the articulation of the phonemes. 
Consonants are mapped to single-tap vibrations and vowels to 
moving patterns. Voiced consonants /b/ and /d/ are represented 
as rough vibrations and unvoiced consonants /t/ and /s/ as 
smooth vibrations. The location of constriction within the mouth 
during the production of the consonant is mapped to the location 
on the arm. The labials /m/, /b/ are mapped closer to the wrist 
and velars /k/ are mapped on the upper arm. The manner 
consonants are produced is mapped to the side of the arm. 
Nasals /m/ and /n/ are presented on the volar side of the arm 
while stops and fricatives (/b/, /s/, etc.) are presented on the 
dorsal side. In vowels, short and long vowels are presented as 
fast and slow motion patterns. /ɛ/ (sEt) and /ɪ/ (It) are 
represented by a faster version of /eɪ/ (Ate) and /i/ (EAt), 
respectively. Finally, /u/ (mOOn) is designed as rotation around 
the wrist mimicking the shape of the mouth during articulation. 

 

Figure 1: (A) Phonemes and corresponding vibrotactile patterns 
based on place-voice-manner of articulation. Blue dots represent 
intermittent bursts of 250 Hz sinusoidal waves, red and green dots 
represent continuous 250 Hz sinusoidal waves, with green dots 
moving at 2x the speed of red dots. (B) Haptic device used in the 
study to display vibrotactile patterns. 

Using these 13 phonemes, we generated 100 words with 1 to 
3 phonemes per word and separated them into 5 lists (Table 1). 
The time interval between the phonemes within a word was 200 
ms. The study consisted of 3 1-hour sessions, 1 day apart. To 
reduce the effect of word lists on learning and generalization 
performance, the two-word lists in the same session had similar: 
average word frequency, occurrence of each phoneme, and 
number of words of a given phoneme. 

Table 1: Word lists generated from 13 phonemes 
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List 1 aim, day, deed, do, I, mine, moon, my, name, need 

List 2 
die, dine, knee, made, main, may, me, mood, new, 
nine 

List 3 
beam, bee, bet, bike, buy, cake, debt, did, men, miss, 
say, sick, sit, soon, tune  

List 4 
base, bed, bit, boom, came, in, key, kick, mean, mess, 
neck, set, site, sue, tide 

List 5 

ate, bake, bay, bean, been, bid, bite, boot, case, date, 
dead, deck, deem, died, dim, eat, it, kid, kiss, kit, 
mate, meat, met, mice, might, neat, net, nice, night, 
noon, said, same, seat, see, seek, seem, side, sigh, 
sign, suit, take, tea, team, teen, ten, tie, tight, time, 
tube, two 

 

 
Figure 2: Illustration of 65 minutes of learning paradigms spread across 3 days. 

2.2  Apparatus 
The haptic stimuli were controlled by Max/MSP software 
(https://cycling74.com/) using a 24-channel audio interface 
(model 24A0, MOTU Inc., Cambridge MA) and a custom audio-
amplifier board, and then were actuated via three custom-
designed 8-tactor vibrotactile displays (Fig. 1B). The tactors were 
voice coils (model: TEAX13C02, Tectonic Elements, UK) 
surrounded by biocompatible 3-D printed cases, embedded in a 
medical grade foam sheet, and arranged in a 4 x 2 grid with 1.5” 
lateral and 2” longitudinal spacing between the tactors. The 
tactors and foam were attached to a rigid thermoformed arced 
surface to make a wearable display. The displays were placed on 
the dorsal and volar sides of the forearm, and the dorsal side of 
the upper arm. They were cleaned with alcohol wipes between 
participants. 

The system was connected to a medical-grade isolation 
transformer and the voltage to the wearable device was 
regulated to 12 V. An emergency stop button was incorporated 
in the hardware, while the temperature and current were 
monitored, limited, and alarmed. 

2.3 Procedure 
We obtained informed consent from 19 naïve participants with 
normal vision and hearing, with no active skin conditions. As 
shown in Fig. 2, they were randomly assigned to 2 groups – the 

guided learning group (6 males, 3 females; 7 native English 
speakers; average age 27.33 ± 4.74 (SD) years; age range 21 – 37 
years old) and the self-guided learning group (7 males, 3 females; 
7 native English speakers; average age 31.80 ± 6.60 years; age 
range 22 – 43 years old). To motivate participants to learn the 
TLC system, they were rewarded with an extra $25 monetary 
gift if they reached over 90% accuracy in the last 100 words 
identification test. 

2.3.1 AXB Identification Task. In each trial of AXB 
identification task, participants were presented with 3 
vibrotactile patterns sequentially with a 200 ms inter-stimulus-
interval (ISI), and then were required to identify the second 
vibrotactile pattern (X). The first (A) and last (B) vibrotactile 
patterns were used to mask the target (X), simulating the 
identification of a vibrotactile pattern in the middle of a haptic 
word. All participants performed an AXB identification task at 
the beginning and at the end of the 3-day training to evaluate 
the effect of familiarity and experience on the identifiability of 
vibrotactile patterns. During the AXB identification task, 
participants had 5 minutes to get familiar with all 13 vibrotactile 
patterns and their illustrations by initiating the playback of each 
pattern (Fig. 3A), followed by 3 practice trials with correct 
answer feedback. Each vibrotactile pattern was tested 8 times in 
random order, making a total of 104 test trials with a 400 ms 
inter-trial interval (ITI). No feedback was provided during the 
test trials. 

Day 1

AXB 
Identification

13 stimuli x 8 reps

Recall (List 1)
10 words x 2 

reps

Generalization
(List 2)

10 words x 2 
reps

10 min, List 1
7 phonemes, 10 words

[Guided Learning]

Incremental
Learning

Max. 5 min

Flashcards
Max. 2.5 min

Explore
Mode

➞ ➞

[Self-Guided Learning]

Flashcards
Explore
Mode

⬌

Recall (List 2)
10 words x 2 

reps

Recall (List 1)
10 words x 2 

reps

[Guided Learning]

Video Game

[Self-Guided Learning]

Flashcards
Explore
Mode

⬌

10 min, List 2
7 old phonemes, 10 new words

Day 2
15 min, List 3

7 old & 6 new phonemes, 15 new words

[Guided Learning]

Incremental
Learning

Max. 7.5 min

Flashcards
Max. 3.75 min

Explore
Mode

➞ ➞

[Self-Guided Learning]

Flashcards
Explore
Mode

⬌

Recall (List 3)
15 words x 2 

reps

Generalization
(List 4)

15 words x 2 
reps

[Guided Learning]

Video Game

[Self-Guided Learning]

Flashcards
Explore
Mode

⬌

15 min, List 4
13 old phonemes, 15 new words

Recall (List 4)
15 words x 2 

reps

Recall (List 3)
15 words x 2 

reps

Day 3
15 min, List 1 to 5

13 old phonemes, 50 old & 50 new words

[Guided Learning & Self-Guided Learning]

Explore Mode

Recall
(List 1 to 5)
100 words

AXB Identification
13 stimuli x 8 reps
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Figure 3: User interface during (A) AXB identification task and 
participants’ familiarity with vibrotactile patterns, (B) incremental 
rehearsal, (C) flashcards, and (D) Explore mode. 

2.3.2 Guided Learning Paradigm. Both groups learned 100 
words across 3 days. Participants in the guided learning group 
learned the 7 phonemes and 10 words from List 1 on Day 1 and 
the 6 new phonemes and 15 new words from List 3 on Day 2 
through incremental rehearsal, flashcards, and explore mode for 
10 minutes on Day 1 and 15 minutes on Day 2. They learned 10 
new words from List 2 on Day 1 and 15 new words from List 4 
on Day 2 through a video game for another 10 minutes on Day 1 
and 15 minutes on Day 2. In each trial of the incremental 
rehearsal, participants were presented with a 600 ms fixation 
point, followed by one of the words from List 1 (or List 3 on Day 
2) and visual illustrations of the corresponding vibrotactile 
patterns. The participants had up to 30 seconds to replay the 
vibrotactile patterns as a word or as individual phonemes as 
many times as they wanted (Fig. 3B). To implement incremental 
rehearsal in the learning process, the presentation order of the 
words was fixed as “I”, “my”, “aim”, “name”, “day”, “deed”, 
“need”, “do”, and “moon” (or “buy”, “bike”, “bee”, “beam”, “men”, 
“bet”, “debt”, “did”, “miss”, “say”, “cake”, “sick”, “sit”, “soon”, and 
“tune” on Day 2), so only one new phoneme was introduced 
during each trial. 

Next was the flashcard recall task, in which participants were 
presented with one of the words from List 1 (or List 3 on Day 2) 
and were required to type the word. The order of the words was 
presented randomly. Feedback was provided after the response, 
and participants could replay the word for up to 15 seconds (Fig. 
3C). For the remainder of the 10 minutes (or 15 minutes on Day 
2), the participants could playback words and phonemes from 
List 1 (or List 3 on Day 2) in explore mode (Fig. 3D). 

After the guided learning, participants took a recall test of 
List 1 (or List 3 on Day 2) and a generalization test of List 2 (or 
List 4 on Day 2). The generalization test documented how well 
participants could generalize the phonemes they had learned to 
10 new words from List 2 (or 15 new words from List 4). The 
procedure for the recall and generalization tests was like the 
flashcards, except that no feedback was provided after each 
response. Each haptic word was tested 2 times in random order, 
making a total of 20 trials (30 trials on Day 2) in each recall and 
generalization test. 

Subsequently, participants spent 10 minutes learning List 2 
via a video game, in which participants’ task was to save robots 
from being dropped into a recycle site by choosing the correct 

word from the vibrotactile pattern that was paired with each 
robot (Fig. 4A). There were 10 robots (or 15 robots on Day 2) to 
be saved at each level. Each vibrotactile pattern was replayed 
every 2.3 seconds until the participants made a response or the 
robot was dropped into the recycle site (Fig. 4B). The 
corresponding spoken word cue was also presented after the first 
and third playback of each vibrotactile pattern at level 0. As 
participants progressed to higher levels, the probability of 
presenting the spoken cue was reduced, making the game more 
challenging and guiding the participants to rely more on the 
vibrotactile pattern to make a correct response. At level 10, the 
highest level, no spoken word cue was presented. Correct 
answer feedback was always provided when the participants 
made an incorrect response. At the end of each level: the 
participants progressed to the next level if accuracy was 70% or 
above; replayed the same level with if accuracy was 50%-70%; 
and was levelled down if accuracy was below 50%. The game 
stopped after 10 minutes (or 15 minutes on Day 2) or when the 
participant achieved 90% or higher accuracy at the highest level. 

Recall tests of List 2 and List 1 (or List 4 and List 3 on Day 2) 
were administered after stopping the video game using the same 
procedure described above. 

 

Figure 4: (A) Video game user interface. (B) Illustration of a 
learning trial (for a given robot) in the video game. 

2.3.3 Self-Guided Learning Paradigm. The learning procedure 
on the first two days for the self-guided learning group was like 
the guided learning group; except that there was no incremental 
rehearsal and participants could navigate between explore mode 
and the flashcards described earlier without any time limitations 
at each trial. The video game from guided learning was replaced 
with a new explore mode and flashcards for List 2 (or List 4 on 
Day 2). 

The procedure on Day 3 was the same for both guided 
learning and self-guided learning groups. They were given 15 
minutes to explore 50 new words from List 5 along with the 50 
old words they had learnt on Day 1 and 2. And then they took a 
recognition test for the 100 words, in which after the 
presentation of a vibrotactile pattern, the correct answer and 11 

A B

C D

A

Vibrotactile
pattern

Spoken
Words

1 sec
Time

2.3 
sec

Spoken
Words

1 sec

2.3 
sec

Vibrotactile
pattern

Vibrotactile
pattern

B
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other words that were randomly selected from 100 words 
appeared on the screen. Participants had to type their answers. 

2.3.4 Introduction of Articulation Map. 9 naïve participants (6 
males, 3 females; average age 33.78 ± 9.38 years) were invited to 
only learn List 1 and List 2 using the same materials and 
procedures as the guided learning group on Day 1; except that 
the experimenter explained how the phonemes and vibrotactile 
patterns were designed based on place-voice-manner of 
articulation to test whether introducing the mnemonic aid could 
help learning. At the end of the session, participants were asked 
to rate the helpfulness of the articulation map on a 7-point scale. 

2.4 Analyses 
We were conservative in estimating the response accuracy. If the 
response did not completely match the answer, even if 
misspelling was suspected, then it was counted as an incorrect 
response. To compare the learnability and generalizability of 
guided learning and self-guided learning paradigms across time, 
test results were entered into a mixed ANOVA with learning 
paradigm (guided learning vs. self-guided learning) as between-
subject factor and time of assessment (List 1 recall, List 2 
generalization, List 2 recall and the second recall of List 1 on Day 
1; List 3 recall, List 4 generalization, List 4 recall and the second 
recall of List 3 on Day 2; and recognition of 100 words) as 
within-subject factor. Bonferroni adjustments were applied to 
post-hoc multiple comparisons. Since 100 words recognition test 
provided 12 choices in the background, the test accuracy was 
compared against 8.33% chance level using one-sample t-test. In 
addition, Pearson chi-square analysis was performed to compare 
if the number of participants that achieved > 90% accuracy in the 
100 words recognition test was different between the two 
learning paradigms. 

We subjected the identification accuracy of the AXB 
identification task to another mixed ANOVA with learning 
paradigm (guided learning vs. self-guided learning) as between-
subject factor and time of assessment (at the beginning of the 
study on Day 1 vs. at the end of the study on Day 3) as within-
subject factor to examine how familiarity and experience 
contribute to vibrotactile pattern identification and check 
whether vibrotactile pattern identification accuracy was a 
confounding factor between the guided learning and self-guided 
learning paradigms. Subsequently, we were interested in the 
degree to which identifiability of individual vibrotactile patterns 
contributed to 100 words recognition accuracy. We first 
estimated word recognition accuracy using a stochastic model in 
which the correct identification of each constituent phoneme 
was assumed to be independent with probability equal to the 
accuracy seen in the identification study. We performed 
hierarchical multiple regression by entering the estimated 
accuracy of 100 words recognition based on identification 
accuracy on Day 3 first, followed by estimated accuracy based on 
identification accuracy on Day 1. Paired samples t-test was also 
performed to compare the estimated and actual 100 words 
recognition accuracy. 

The effectiveness of place-voice-manner of articulation as a 
mnemonic device was tested by entering test results during 
guided learning on Day 1 into a mixed ANOVA with availability 
of articulation map (available vs. not available) as between-
subject factor and time of assessment (List 1 recall, List 2 
generalization, List 2 recall and the second recall of List 1) as 
within-subject factor. Pearson correlation coefficients were 
calculated to assess the relationship between perceived 
helpfulness of articulation and test results. 

 

Figure 5: Test accuracy at different phases from Day 1 to Day 3. Error bars represent standard error of the mean. 

3 RESULTS AND DISCUSSION 

3.1 Guided Learning vs. Self-Guided Learning 
Paradigm 

The guided learning group significantly outperformed the self-
guided learning group at the beginning of the study in recalling 
List 1 [t(17) = 2.57, p = .02; Fig. 5], but no significant differences 

were observed in the rest of the phases. Both groups performed 
significantly above 8.33% chance level (t(8) = 13.76 and t(9) = 8.30 
for guided and self-guided learning paradigms, respectively, p < 
.01). After 65 minutes of learning spread across 3 days, although 
the average performance was similar between the two learning 
paradigms in 100 words recognition test (average accuracy 85.71 
± 5.62 (SEM) and 71.5 ± 7.62 for guided and self-guided learning 
paradigms, respectively), significantly more people achieved 90% 
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or better accuracy in guided learning (66.7%) than self-guided 
learning (20%) paradigms (𝑥"(1) = 4.23, p = .04), implying that the 
guided learning paradigm was better at forming learning blocks, 
and was beneficial to the majority of the participants. This 
finding is in line with a previous study; where guided learning to 
a new technology is more helpful for a novice because it is less 
overwhelming and distracting [10]. Furthermore, this is the first 
study to introduce guided learning for haptic words. The 9 naïve 
participants in the guided learning group demonstrated the 
fastest learning rate of haptic words (1.54 words/min), which is 4 
– 124 times faster than previous studies [5, 14, 15, 34], 
independent of coding algorithms, without compromising 
performance. 

3.2 Changes in Vibrotactile Pattern 
Identification Accuracy 

Both groups significantly improved identification accuracy of 
vibrotactile patterns after the 3-day training (F(1,17) = 45.66, p < 
.01; Fig. 6A), suggesting that familiarity and experience 
contributed to the identification of vibrotactile patterns. 
Moreover, identification accuracy of vibrotactile patterns on Day 
3 was a strong predictor of 100 words recognition performance 
(F(1,18) = 38.97, p < .001; Fig. 6B). It explained 70% of the 
variance in 100 words recognition performance. Identification 
accuracy of vibrotactile patterns on Day 1 did not further 
increase the predictability (R2 Change = .02, p = .29). 
Interestingly, the identification task was rated easier than the 
word recognition task. Presumably because participants were 
only required to identify the second vibrotactile pattern in the 
identification task, while in the word recognition task, they had 
to identify all the patterns, associate each pattern to its 
corresponding phoneme, and piece together the word based on 
the phonemes. From a bottom-up perspective, using 
identification accuracy of vibrotactile patterns alone should 
overestimate 100 words recognition performance because it 
simplifies the word recognition process, but it actually 
significantly underestimated the performance (t(18) = 5.32, p < 
.001), suggesting top-down knowledge plays a critical role in the 
word recognition and learning process. Similar results were also 
found by Zhao and her colleagues. They found a shorter training 
time was required for phonemes within the context of words 
compared to individual phonemes alone [34]. Therefore, the 
learning of TLC should be implemented in the context of words 
to make the learning faster and closer to the real-world setting 
where context facilitates comprehension. 

 

Figure 6: (A) Identification accuracy of vibrotactile patterns in 
both groups on Day 1 and Day 3. Error bars are standard errors. (B) 

Identification accuracy of vibrotactile patterns after 65 minutes of 
training spread across 3 days predicted 70% variation of 100 words 
recognition accuracy. Red dotted line represents the best-fit line. 
Diagonal black line represents the exact predictor. 

3.3 Effectiveness of Articulation Map 
Whether or not the articulation map was introduced did not 
affect learnability or generalizability (F(1,16) = 002, p = .90; Fig. 
7), suggesting that the articulation map did not facilitate or 
interfere with memorizing the association of vibrotactile 
patterns and phonemes in the context of this study. Although 5 
out of 9 participants found the articulation map to be helpful for 
learning, the other 4 participants disagreed. In addition, the 
perceived helpfulness of the articulation map was not correlated 
to word recall or generalization accuracy (r = .10, .06, .06, and 
.04; p = .80, 0.88, .88, and .92; for List 1 recall, List 2 
generalization, List 2 recall, and the second recall of List 1; 
respectively). Nevertheless, previous studies have suggested that 
some mnemonic devices require extensive practice before being 
used effectively [2, 20], especially when the mnemonic devices 
are unfamiliar to the participants [3]. Indeed, when speaking, 
articulation flows automatically without much attention to 
place-voice-manner of articulation of individual phonemes 
unless someone wants to improve his or her speech production 
[13, 26]. Therefore, making the articulation map an effective 
mnemonic device may require more training to first get familiar 
with the articulation map itself. 

An alternative explanation for the lack of significance of the 
articulation map is implicit learning meaning that participants 
who were not introduced to the articulation map, still acquired 
the rule without conscious awareness. Like the artificial 
grammar learning paradigm, where unbeknown to the learners, 
they were asked to observe or remember a series of symbol 
strings that were made up of complicated arbitrary rules. Later, 
they were able to distinguish strings that were “grammatically” 
correct or not [19, 30]. Previous work also showed participants 
performed better if the phonemes were mapped to the 
articulation map rather than random assignment [34]. Therefore, 
it is important to map the phonemes to vibrotactile patterns 
based on a certain rule, but it may take time for people to learn 
the rule and use it. 

 

Figure 7: Participants performance with or without knowing the 
vibrotactile patterns were coded based on articulation. Error bars 
are standard error of the mean. 
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4 CONCLUSIONS 
In the guided learning paradigm, participants were guided to 
learn the association of vibrotactile patterns and phonemes 
through incremental rehearsal, flashcards, explore mode, and 
video game by following a curriculum. In contrast, participants 
in self-guided learning had complete freedom to allot time 
between explore mode and flashcards. We found that the guided 
learning paradigm was better than the self-guided learning 
paradigm to form learning blocks at the beginning when 
participants were first introduced to the TLC system. 
Furthermore, it helped more people achieve > 90% accuracy in 
recognizing 100 words, showing by far the fastest learning rate 
and comparable performance to previous studies. In addition, 
familiarity and experience greatly improved identification of 
individual vibrotactile patterns, which in turn, facilitated 100 
words recognition. Although phonemes were mapped to 
vibrotactile patterns based on place-voice-manner of 
articulation, introduction of the articulation map did not 
facilitate or interfere with the learning of haptic words. To make 
the articulation map a more effective mnemonic device, we may 
need to include a more comprehensive training of the 
articulation map in our future learning paradigm. Next steps also 
involve decreasing the size of the device, validating the design of 
the entire set of vibrotactile patterns for all the phonemes, and 
examining words per minute in the context of sentence 
comprehension. 
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