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Abstract. Evidence for successful communication through the sense of touch is 
provided by the natural methods of tactual communication that have been used 
for many years by persons with profound auditory and visual impairments. How-
ever, there are still currently no wearable devices that can support speech com-
munication effectively without extensive learning. The present study reports the 
design and testing of learning protocols with a system that translates English pho-
nemes to haptic stimulation patterns (haptic symbols). In one pilot study and two 
experiments, six participants went through the learning and testing of phonemes 
and words that involved different vocabulary sizes and learning protocols. We 
found that with a distinctive set of haptic symbols, it was possible for the partic-
ipants to learn phonemes and words in small chunks of time. Further, our results 
provided evidence of the memory consolidation theory in that recognition per-
formance improved after a period of inactivity on the part of a participant. Our 
findings pave the way for future work on improving the haptic symbols and on 
protocols that support the learning of a tactile speech communication system in 
hours as opposed to the much longer periods of time that are required to learn a 
new language. 
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1 Introduction 

For a very long time, individuals with hearing impairments have utilized various visual 
and touch-based methods for speech communication such as sign language and finger-
spelling. Individuals who are both deaf and blind, however, use a natural (i.e., not as-
sisted by man-made devices) method called Tadoma that relies solely on the sense of 
touch. In this method, the “listener” places the hand on the speaker’s face, and in the 
absence of any visual or auditory information, feels the articulatory processes (e.g., 
mouth opening, air flow, muscle tension and presence/absence of laryngeal vibration) 
associated with speech production (Fig. 1). The Tadoma method is a living proof that 
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speech communication through the skin alone is entirely achievable, as established by 
past research on Tadoma and other natural speech communication methods [1]. Inspired 
by the Tadoma method, electromechanical devices have been developed to study and 
replicate the cues produced by a talking face that are crucial for speech reception by 
Tadoma users [2]. Experimental results on one such device, the Tactutor, demonstrate 
an information transmission rate of 12 bits/s, the same rate that has been established for 
speech communication by Tadoma users [1, 3]. Despite such promising results in the 
laboratory, however, there are still no commercially-available communication devices 
that can be used by people who are deaf or deaf-and-blind for speech reception at a 
level that is comparable to that shown by Tadoma users. The challenges are manifold. 
First, a talking face is a rich display and require actuators that can deliver a wide range 
of sensations including movement, vibration, airflow, etc. Second, such communication 
devices should be wearable, or at least portable. Third, the input to such devices should 
ideally be processed, as opposed to raw, acoustic signals for consistent conversion of 
sound to touch. Fourth, the mapping between speech sounds and haptic symbols needs 
to be designed such that it is easy to learn and retain. Last but not the least, a significant 
effort is expected of any individual who wishes to learn to use such a communication 
device. 

 

 
Fig. 1. The Tadoma method of speech communication. Shown are two individuals who are both 
deaf and blind (on the left and right, respectively) conversing with a researcher (center) who has 
normal vision and hearing. (Photo courtesy of Hansi Durlach) 

With the recent development in haptic display and speech recognition technologies, 
now is the time to give it another try to develop a wearable system for speech commu-
nication through the skin. In our research, we use an array of wide-bandwidth actuators 
for presenting “rich” haptic signals to the skin on the forearm. The display portion of 
our system is wearable but still tethered to equipment that has yet to be miniaturized. 
We assume that speech recognition technologies are available to extract phonemes from 
oral speech in real time, and therefore use phonemes as the input to our system. We 
have designed and tested a set of distinct haptic symbols representing phonemes of the 
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English language. The present work focuses on the exploration of training protocols 
that facilitate the learning of phonemes and words in hours as opposed to days or weeks. 
Our initial results with six participants have been very promising. In the rest of this 
paper, we present the background for our approach followed by methods and results 
from one pilot study and two experiments. We conclude the paper with guidelines for 
effective learning of speech communication through the skin via man-made systems. 

2 Related Work 

There is a long history of research on the development of synthetic tactile devices as 
speech-communication aids for persons with profound hearing loss (e.g., see reviews 
[4-6]) that continues to the present day [7-9]. From a signal-processing point of view, 
many devices have attempted to display spectral properties of speech to the skin. These 
displays rely on the principle of frequency-to-place transformation, where location of 
stimulation corresponds to a given frequency region of the signal. Another approach to 
signal processing has been the extraction of speech features (such as voice fundamental 
frequency and vowel formants) from the acoustic signal prior to encoding on the skin.  
For both classes of aids, devices have included variations in properties such as number 
of channels, geometry of the display, body site, transducer properties, and type of stim-
ulation (e.g., vibrotactile versus electrotactile).  

A major challenge in the development of tactile aids lies in encoding the processed 
speech signals to match the perceptual properties of the skin. Compared to the sense of 
hearing, the tactual sensory system has a reduced frequency bandwidth (20-20,000 Hz 
for hearing compared to 0-1000 Hz for touch), reduced dynamic range (115 dB for 
hearing compared to 55 dB for touch), and reduced sensitivity for temporal, intensive, 
and frequency discrimination (see [10]). The tactual sense also lags behind the auditory 
sense in terms of its capacity for information transfer (IT) and IT rates [11]. For exam-
ple, communication rates of up to 50 words/min are achieved by experienced operators 
of Morse code through the usual auditory route of transmission, compared to 25 
words/min for vibrotactile reception of these patterns [12]. Taking these properties of 
the tactual sense into account, certain principles may be applied to create displays with 
high IT rate. One such principle is to include as many dimensions as possible in the 
display, while limiting the number of variables along each dimension. 

Another challenge is present in the need to provide users with adequate training in 
the introduction of novel tactile displays.  Compared to the structured training and many 
years of learning associated with the Tadoma method, most tactile aids have been eval-
uated within the context of relatively limited exposure in a laboratory setting.  Recent 
advances arising out of the literature in language-learning [13] and memory consolida-
tion [14] offer insight into improved approaches for training that may be applied to the 
use of a novel tactile speech display.  Results from a multi-modal, game-based approach 
to language learning have shown that observers are able to learn to categorize auditory 
speech sounds when they are associated with the visual stimuli needed to perform the 
task. In addition, studies of learning suggest that following exposure to a new task, the 
initial memories associated with this task may be further consolidated by activations of 
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these memories during periods of wakefulness and sleep. Thus, learning can occur be-
tween the laboratory sessions with no explicit training involved. 

Based on the literature, we explored several strategies of facilitating learning and 
training such as breaking up training time into smaller intervals, sounding a pho-
neme/word out while feeling the corresponding haptic symbols, and keeping the task 
doable but challenging at all times. 

3 General Methods 

3.1 Participants 

A total of six participants (2 females; age range 20-30 years old) took part in the present 
study. All were right handed with no known sensory or motor impairments. The partic-
ipants came from diverse language backgrounds. While all participants spoke English 
fluently, only one was a native English speaker. Other languages spoken among the 
participants included Korean, Chinese, Tibetan, Hindi and German. Most of the partic-
ipants also received early childhood music training including piano, clarinet, violin and 
percussion. 

3.2 Apparatus 

The experimental apparatus consisted of a 4-by-6 tactor array worn on the non-domi-
nant forearm. The 24 tactors form four rows in the longitudinal direction (elbow to 
wrist) and six columns (rings) in the transversal direction (around the forearm). As 
shown in Fig. 2 below, two rows (i and ii) reside on the dorsal side of the forearm and 
the other two (iii and iv) on the volar side. The tactor positions were adjusted so that 
the rows form straight lines and the columns are evenly distributed from the elbow to 
the wrist. The tactors were attached to a sleeve via adjustable Velcro strips. The sleeve 
was then wrapped around the forearm with a snug fit to ensure good contact between 
the tactors and the skin. 

 

 
Fig. 2. Illustrations of tactor layout in the experimental apparatus 
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A wide-bandwidth tactor (Tectonic Elements, Model TEAX13C02-8/RH, Part #297-
214, sourced from Parts Express International, Inc.) was used as the actuator. It has a 
flat frequency response in the range 50 Hz to 2 kHz with a resonant peak close to 600 
Hz. A MOTU audio device (MOTU, model 24Ao, Cambridge, MA, USA) was used 
for delivering 24 channels of audio waveforms to the 24 tactors through custom-built 
stereo audio amplifiers. A Matlab program running on a desktop computer generated 
the multi-channel waveforms corresponding to the haptic symbols for phonemes, pre-
sented a graphic user interface for running the experiments, and collected responses 
from the participants. 

With this setup, the tactors can be driven independently with programmable wave-
forms and on-off timing. The stimulus properties include amplitude (specified in dB 
sensation level, or dB above individually-measured detection thresholds), frequency 
(single or multiple sinusoidal components), waveform (sinusoids with or without mod-
ulation), duration, location, numerosity (single tactor activation or multiple tactors 
turned on simultaneously or sequentially), and movement (smooth apparent motion or 
discrete salutatory motion varying in direction, spatial extent, and trajectory). 

The participants sat comfortably in front of a computer monitor. They wore a noise-
reduction earphone to block any auditory cues emanating from the tactors. The partici-
pants placed their non-dominant forearm on the table with the volar side facing down. 
The elbow-to-wrist direction was adjusted to be parallel to the participant’s torso. The 
participants used their dominant hand to operate the computer keyboard and mouse 
(Fig. 3). 

 
Fig. 3. Experimental setup 

3.3 Phoneme codes 

English words are pronounced by a sequence of sounds called phonemes [15]. Table 1 
shows the IPA (international phonetic alphabet) symbols of the 39 English phonemes 
used in the present study and example words that contain the corresponding phonemes. 
The list consists of 24 consonants and 15 vowels. 

Vibrotactile patterns using one or more of the 4-by-6 tactors were created, one for 
each phoneme. The mapping of the phonemes to haptic symbols incorporated the artic-
ulatory features of the sounds, balanced by the need to maintain the distinctiveness of 
the 39 haptic symbols. For example, place of  articulation was mapped to the longitudi- 
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Table 1. The thirty-nine (39) English phonemes used in the present study. 

IPA 
symbol 

example 
word 

IPA 
symbol 

example 
word 

IPA 
symbol 

example 
word 

IPA 
symbol 

example 
word 

/i/ meet /U/ hood /k/ key /ʒ/ azure 
/ei/ mate /Ʌ/ hut /p/ pay /tʃ/ chew 
/u/ mood /OU/ boat /t/ tea /dʒ/ jeep 
/aI/ might /ƆI/ boy /b/ bee /h/ he 
/ae/ mat /aU/ pouch /g/ guy /r/ ray 
/ɑ/ father /d/ do /f/ fee /l/ lie 
/Ɔ/ bought /m/ me /ʃ/ she /j/ you 
/Ɛ/ met /s/ see /Ɵ/ think /n/ new 

/ɝ/ /ɚ/ bird /w/ we /v/ voice /ŋ/ sing 
/I/ bid /ð/ the /z/ zoo   

 
nal direction so that the wrist corresponds to the front of the mouth and the elbow the 
back of the mouth. Therefore, the consonant /p/ was mapped to a 100-ms 300-Hz pulse 
delivered near the wrist (front of the mouth) whereas the consonant /k/ was mapped to 
the same waveform delivered near the elbow (back of the mouth). Their voiced coun-
terparts, /b/ and /g/, were mapped to the 100-ms 300-Hz pulse modulated by a 30-Hz 
envelope signal delivered near the wrist and elbow, respectively. The modulation re-
sulted in a “rough” sensation that signified voicing. Details of the phoneme mapping 
strategies and the resultant haptic symbols can be found in [16]. 

3.4 Intensity calibration 

In order to control the perceived intensity of vibrotactile signals at different frequencies 
and different locations on the forearm, signal amplitudes were calibrated in two steps 
in Exp. I. First, individual detection thresholds were taken at 25, 60 and 300 Hz for the 
tactor on the dorsal side of the forearm near the center (row i, column 4 in Fig. 2). A 
one-up two-down adaptive procedure was used and the resulting detection threshold 
corresponds to the 70.7 percentile point on the psychometric function [17]. Signal am-
plitudes were then defined in sensation level (SL); i.e., dB above the detection threshold 
at the same frequency. In the present study, signal amplitudes were set to 30 dB SL for 
a clear and moderately-strong intensity. 

Second, the perceived intensity of the 24 tactors was equalized using a method of 
adjustment procedure. A 300-Hz sinusoidal signal at 30 dB SL was sent to the tactor 
used in the detection threshold measurements (see the black tactor in Fig. 4). The par-
ticipant selected one of the remaining 23 tactors, say the upper-left tactor in Fig. 4, and 
adjusted its vibration amplitude until the vibration felt as strong as that of the black 
tactor. This was repeated for all the tactors. The equalization results for one participant 
are shown in Fig. 4. The numbers below each tactor indicate the signal amplitudes in 
dB relative to the maximum amplitude allowed in the Matlab program for a 300-Hz 
vibration at 30 dB SL. For example, this participant’s detection threshold at 300 Hz was 
–54 dB relative to the maximum allowable amplitude. The amplitude for the black ref-
erence tactor was therefore at –24 dB for a 30 dB SL signal. The number –23 below the 
tactor in the upper-left corner indicates that its amplitude needed to be 1 dB higher than 
that of the black tactor to match its strength for a signal at 30 dB SL. In other words, 
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the skin near the elbow under this tactor was slightly less sensitive than the skin under 
the black tactor. Generally speaking, the skin on the dorsal side was more sensitive than 
that on the volar side and the wrist area was more sensitive than the elbow area.  
 

 
Fig. 4. Tactor intensity equalization 

3.5 Data analysis 

The experiments reported in this paper consisted of learning and testing of phonemes 
through individual haptic symbols and words through sequences of haptic symbols. 
Test results were organized as stimulus-response confusion matrices where each cell 
entry is the number of times a haptic symbol was recognized as a phoneme label. Table 
2 below shows an example of a confusion matrix for a 6-phoneme stimulus set. As was 
typical of most tests, a majority of the trials fall on the main diagonal cells (i.e., correct 
answers). Therefore, the results could be well captured by the percent-correct scores 
(48/50 = 96%) and the error trials /i/à/ei/ and /i/à/u/. Therefore, in the rest of the 
paper, we report the percent-correct scores and error trials for each test. 

Table 2. An example confusion matrix for a 6-phoneme recognition test. Each cell represents 
the number of times a haptic symbol is recognized with a phoneme label 

  Phoneme Labels (Responses) 
  /m/ /d/ /s/ /ei/ /u/ /i/ 

Haptic 
Symbols 
(Stimuli) 

/m/ 9 0 0 0 0 0 
/d/ 0 5 0 0 0 0 
/s/ 0 0 7 0 0 0 
/ei/ 0 0 0 5 0 0 
/u/ 0 0 0 0 13 0 
/i/ 0 0 0 1 1 9 

4 Pilot study: Learning of 6 Phonemes and 24 Words 

The purpose of the pilot study was to gain initial experience and insight into the learning 
process. One participant (P1) practiced and learned phonemes and words over a period 
of 21 days and took detailed notes. Within the 21 days, 4 days fell on a weekend, there 
was a break of 3 days after the 5th learning day, and a break of 2 days after the 11th 
learning day. Thus, there were a total of 12 experimental sessions. 
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Learning Materials. The materials included 6 phonemes and 24 words made up of 
the phonemes. The six phonemes were /i/, /ei/, /u/, /d/, /m/, and /s/. The words consisted 
of 10 CV (consonant-vowel) words (e.g., may, see) and 14 CVC (consonant-vowel-
consonant) words (e.g., moose, dude). 

Time Constraints. The learning and testing was self-paced. The participant took a 
break whenever needed.  

Procedure. The following list shows the tasks performed by P1 over the 12 learning 
days. For each task, he practiced first with an individual phoneme (or word), then with 
a random list of phonemes (or words), followed by a recognition test. The numbers in 
parentheses indicate the total time spent on each learning day.  

• Day 1-3 (20, 10, 15 min): 6 phonemes;  
• Day 4-7 (5, 5, 5, 17 min): 10 CV words; 
• Day 8-11 (5, 24, 5, 30 min): 14 CVC words; 
• Day 12 (24 min): test with all 24 words. 

Results. Participant P1 achieved a performance level of 200/200 (correct-trials/total-
trials) with the 6 phonemes on Day 3, 198/200 with the 10 CV words on Day 7, 200/200 
with 7 of the 14 CVC words on Day 9, 200/200 with the remaining 7 CVC words on 
Day 11, and 198/200 with all 24 words on Day 12. 

Insight Gained. The results of the pilot study indicate clearly that participant P1 was 
able to learn the 6 phonemes and 24 words almost perfectly after 165 min. He intuitively 
progressed from easier to harder tasks, each time learning and testing himself before 
moving onto more difficult tasks. Since the task was highly demanding, it was chal-
lenging for P1 to maintain a high level of concentration after about 20 min. Therefore, 
it was necessary and more productive to spread the learning and testing over many days 
instead of spending a long time continuously. Furthermore, P1 found that his perfor-
mance did not deteriorate after a 3-day gap between Day 5 and Day 6. 

Encouraged and informed by the results of the pilot study, two experiments were 
conducted. Experiment I tested four new naïve participants with 10 phonemes and 51 
words. Experiment II tested one more naïve participant with the full set of 39 phonemes 
and tested the memory consolidation theory explicitly. 

5 Experiment I: Learning of 10 Phonemes and 51 Words 

5.1 Methods 

Four new naïve participants (P2-P5) took part in Exp. I. Each participant spent a total 
of 60 min to learn 10 phonemes and 50 words made up of the 10 phonemes.  

Learning Materials. The ten phonemes included the six used in the pilot study and 
four more: /w/, /ð/, /k/, /aI/. The words consisted of the 24 words used in the pilot study 
plus 27 additional words (13 CV and 14 CVC words). 

Time Constraints. The learning time was capped at 10 min on each day, with no 
break. The design ensured that each participant could maintain full concentration dur-
ing the time spent learning the phonemes and words, and took advantage of memory 
consolidation by spreading the one-hour learning period over multiple days. 
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Procedure. The following list shows the tasks performed by each participant over 
the six learning days. On each day, the participant practiced for 5 min, followed by a 
test with trial-by-trial correct-answer feedback for another 5 min.  

• Day 1 (10 min): 6 phonemes;  
• Day 2 (10 min): 24 words made up of the 6 phonemes; 
• Day 3 (10 min): 4 new phonemes learned, all 10 phonemes tested; 
• Day 4 (10 min): 27 new words; 
• Day 5-6 (10, 10 min): all 51 words. 

5.2 Results 

The results in terms of percent-correct scores are shown in Fig. 5. Due to the fact that 
the participants reached near-perfect performance level on Day 3 (10 phonemes) and 
Day 6 (51 words), we do not report the few error trials. The results are organized by 
day (and cumulative training time in min). Data for the four participants are shown in 
different color patterns.  

Several observations can be made. First, it was relatively easy for the participants to 
learn the phonemes. Performance was near perfect on Day 1 (6 phonemes) after 5 min 
of learning and on Day 3 (10 phonemes) after 5 min of learning 4 new phonemes. Se-
cond, the transition from phoneme to words took some getting used to, as seen compar-
ing the results from Day 1 (6 phonemes) and Day 2 (24 words made up of the 6 pho-
nemes). This indicates that additional learning was required in order to process pho-
nemes delivered in a sequence. Third, despite the initial “dip” in performance on Day 
2 and Day 4 when the participants transitioned from phonemes to words, word-recog-
nition improved quickly as seen in the rising performance from Day 4 to Day 6. The 
most significant improvement occurred with P5 who reached 62.5%, 77.5% and 97.5% 
correct from Day 4 to Day 6, respectively. Finally, regardless of individual differences 
among the four participants in earlier days, all participants succeeded in identifying the 
51 words with very few errors by the end of the 60-min period. 

Compared with the pilot study, participants in Exp. I learned more phonemes and 
words in less time. This is probably due to the strict control of learning time per day in 
order to maintain a high level of concentration on the part of the participants. In addi-
tion, the mapping from phoneme to haptic symbols was improved based on the feed-
back from P1 in the pilot study. The new haptic symbols were more distinct and easier 
to learn than those in the pilot study. The continued improvement from Day 4 to Day 6 
for all participants, especially P5, led us to speculate that memory consolidation may 
have played a big role in the learning process. We therefore designed Exp. II to explic-
itly test the effect, if any, of memory consolidation. We also used Exp. II to test whether 
all 39 phonemes could be learned and how long the learning process would take. 
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Fig. 5. Results of Exp. I (10 phonemes and 51 words) 

6 Experiment II: Learning of 39 Phonemes 

6.1 Methods 

The objectives of Exp. II were to (1) test memory consolidation explicitly, (2) gain 
experience and insight into learning all 39 phonemes, and (3) record the time it takes to 
learn the phonemes and the attainable performance level. One new naïve participant 
(P6) took part in Exp. II for a total of 14 consecutive days, including the weekends.  

Learning Materials. All 39 phonemes shown in Table 1 are included in Exp. II. The 
39 phonemes were divided into 8 groups. In addition to the first two groups (containing 
6 and 4 phonemes, respectively) that were used in Exp. I, an additional 6 groups of 
phonemes were created with 5 new phonemes per group except for the last group that 
contained 4 new phonemes. 

Time Constraints. As in Exp. I, the learning time was capped at 10 min on each day, 
with no break. The participant took detailed daily notes on his observations afterwards. 

Procedure. For testing the memory consolidation theory, the participant always 
ended a day and began the next day with the same test, except for Day 1 when there 
was no test at the beginning of the day. The participant then spent 3-4 min on learning 
new phonemes and the rest of the 10 min on testing all phonemes learned so far, with 
trial-by-trial correct-answer feedback. In addition, the participant sounded out a pho-
neme during the learning phase. The learning plan is shown below, with the total num-
ber of phonemes learned/tested each day clearly marked (Fig. 6). The participant had 
to achieve a percent-correct score of 90% or higher before he could move on to the next 
group of new phonemes. As shown below, the participant was able to learn one group 
of phonemes per day during the first 8 days, and was tested with all 39 phonemes from 
Day 9 to 14. 
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Fig. 6. Learning plan for Experiment II 

6.2 Results 

The results are presented in two parts. We first show the percent-correct scores for pho-
neme recognition from Day 1 to Day 8, including the test conducted on Day 9 that 
repeated the last test on Day 8 (Fig. 7). It is clear that when the same test was conducted 
again the next day, the performance level either remained the same or improved. This 
provides a clear evidence for the memory consolidation theory in the sense that perfor-
mance improved (with the exception of Day 6 to Day 7) after a period of activities not 
related to phoneme learning. A second observation is that the participant had no diffi-
culty learning between 4 to 6 new phonemes a day, presumably due to the highly dis-
tinctive haptic symbols and the easy-to-learn mapping from phoneme to haptic sym-
bols. 

 
 

 
Fig. 7. Phoneme recognition performance from Day 1 to Day 9 
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Starting on Day 9, the participant was tested with 4 runs of 50 trials on all 39 pho-
nemes for six consecutive days. The daily percent-correct scores from the 200 pooled 
trials are shown in Fig. 8. Overall, P6 was able to maintain a high performance level 
(93.8%±3.8% correct). 

 

 
Fig. 8. Daily phoneme recognition scores from Day 9 to Day 14 

A stimulus-response confusion matrix was constructed from all 1200 trials (50 tri-
als/run ´ 4 runs/day ´ 6 days) to examine the most-confused phoneme pairs. The fol-
lowing is the list, in order of descending number of confusions: 

•  /t/ with /k/ (9 times);  
• /ae/ with /l/ (8 times);  
• /b/ with /d/ (4 times);  
• /g/ with /d/ (4 times);  
• /i/ with /z/ (4 times);  
• /t/ with /p/ (4 times);  
• /u/ with /ai/ (3 times);  
• /g/with /m/ (3 times);  
• /n/ with /h/ (3 times).  

The rest of the errors occurred twice or less and are not listed. The confusion pattern 
served to guide further refinement of the design of haptic symbols. 

7 Concluding Remarks 

The present study offers evidence to support the claim that speech communication 
through the sense of touch is an achievable goal. The participants received speech in-
formation (phonemes and words) presented on their forearm through a sequence of 
haptic symbols encoding phonemes. The results of Exp. I show that four naïve partici-
pants were able to recognize 51 words in 60 min. The results of Exp. II show that all 
39 English phonemes could be learned in 80 min. We demonstrated memory consoli-
dation in Exp. II by showing an improvement in phoneme recognition performance 
when the participant P6 was tested a day after he learned the phonemes, over multiple 
days.  
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Several guidelines can be provided based on the experimental results and the insights 
we have gained from the present study. First, the learning time should be limited to 10 
to 20 min per session. It was difficult for participants to maintain full concentration 
after 20 min. Second, it might be helpful for the participant to sound a phoneme out as 
the haptic symbol was delivered to the forearm although we did not collect data to prove 
that. Third, the task difficulty should be carefully managed so that the participant is 
challenged but able to make progress. Last but surely not the least, the results of Ex-
periment II provide evidence for learning that occurred between laboratory sessions 
when the participant was not being trained. Therefore, we recommend spending a short 
period of time (e.g., 10 min) per day and taking advantage of memory consolidation for 
further improvement of learning outcome. Furthermore, the benefit of memory consol-
idation did not appear to be impacted when learning sessions were interrupted by one 
or more days. 

In the future, we will continue to improve the haptic symbols to further reduce errors 
in phoneme recognition. We will also compare different learning strategies such as re-
versing the order in which phonemes and words are introduced to the participants. Our 
ultimate goal is to develop a haptic speech communication system for people with all 
levels of sensory capabilities. 
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