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ABSTRACT

Reproduction of virtual sound sources that are perceptually indistinguishable from real-world sounds is impossible
without accurate representation of the virtual sound source location. A key component in such a reproduction system
is the Head-Related Transfer Function (HRTF), which is different for every individual. In this study, we introduce
an experimental setup for accurate evaluation of the localization performance using a spatial sound reproduction
system in dynamic listening conditions. The setup offers the possibility of comparing the evaluation results with
real-world localization performance, and facilitates testing of different virtual reproduction conditions, such as
different HRTFs or different representations and interpolation methods of the HRTFs. Localization experiments
are conducted, comparing real-world sound sources with virtual sound sources using high-resolution individual
HRTFs, sparse individual HRTFs and a generic HRTF.

1 Introduction

With recent advances in the development of virtual
and augmented reality technologies, the demand has
emerged for high fidelity spatial sound reproduction
through headphones [1–3]. The aim of such spatial
sound reproduction systems is to make virtual sounds
perceptually indistinguishable from real-world sounds.
The localization accuracy of the reproduced virtual
sound is important for achieving this goal [4, 5]. A
key component for such reproduction systems is the
Head-Related Transfer Function (HRTF), a function
in both the space and the frequency domains, which is
different for every individual [6, 7].

Many efforts have been made to find an optimal repre-
sentation of the HRTF that will be of low dimension-
ality and will facilitate real-time spatial interpolation
without degrading its accuracy [8–15]. A simple inter-
polation method is a linear interpolation of the HRTF at
a desired direction from its nearby measured directions,
which can be performed in either the time or the fre-
quency domains. For a far-field HRTF, this can be done,
for example, using bilinear rectangular or triangular in-
terpolations [16]. More complex interpolation methods
for sparse HRTFs have been suggested: these include
using Principal Components Analysis (PCA) [17, 18],
Karhunen–Loeve expansion [19], wavelets [20], and
Spherical-Harmonics (SH) [8]. While previous stud-
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ies investigated the different methods for interpolation
of sparse HRTFs by evaluating the overall differences
between them [21, 22], the localization performance
in dynamic listening environments with sparse HRTFs
using linear interpolation has not been fully explored
yet.

In this study, we introduce a new experimental setup
for accurate evaluation of the localization performance.
The localization experimental setup is used to com-
pare between localization performance with real-world
sound sources and with virtual sound sources using
high-resolution individual HRTFs, sparse individual
HRTFs and a generic HRTF. A linear interpolation is
used to enable reproduction of virtual sound sources in
dynamic listening conditions.

2 Localization Experimental Setup

The localization experimental setup enables the ex-
amination of subjects’ localization performance when
presented with both real-world sound sources (originat-
ing from loudspeakers in the room) and virtual sound
sources (originating from headphones). The experi-
ment was performed in an acoustically treated room
(4m×4m×3m with reverberation time of ∼0.1sec at
1kHz). Figure 1 shows the experimental setup in the
room.

To report the perceived direction of the sound source a
laser pointer was mounted on the subject’s head, and
a head-pointing protocol was used. A fabric dome
made of a fabric with low acoustic reflectivity, with a
radius of 1.2 m, was placed with its center located at
the center of the room, which is precisely where the
subject is seated, in order to provide a neutral visual
surrounding. It also serves as the projection surface for
the head-mounted laser pointer.

To evaluate real-world localization, 33 loudspeakers
(Mini-DSP SPK-4P) were located at different locations
in the room, and were not visible to the subject due
to the fabric dome. To evaluate virtual sound localiza-
tion, a pair of Sennheiser MX475 in-ear headphones
were mounted about 1 inch from the subject’s ear canal
entrance. These floating headphones make it possible
to perform individual headphone equalization at the
beginning of each experiment, and their small form
factor is beneficial when comparing real-world sound
with virtual sounds [23].

An OptiTrack™ system was used to track the subjects’
head movements inside the dome, and a headband was
used to mount the OptiTrack™ markers, and the head-
mounted laser pointer on the subject’s head. In addition,
the headband makes it possible to control the floating
headphones placement (see Fig. 1.c). A projector was
used to display the test instructions, and a laser pointer
was mounted on each loudspeaker in order to make it
possible to indicate on the dome the relative angular
position of that loudspeaker, as will be elaborated later.

During the experiment, at the beginning of each trial
the subject is instructed to return to a predefined start-
ing position. Then, sound is played from one of the real
or virtual sound sources. After the sound has stopped,
the subject points with the head-mounted laser to the lo-
cation on the dome where he/she perceived the sound’s
origin and presses a button to capture this location.

A spatial sound reproduction system was developed
for the virtual localization experiment with dynamic
listening conditions. The reproduction software was
implemented in C++ and a localization application was
developed in Unity. The application enables the se-
lection of the different conditions of the experiment
(HRTF, source positions, dry audio, etc.), presents the
instruction to the user and captures the localization re-
sponses. The audio signals are updated in real-time
according to the head-tracking data, where the head
rotations are described with 3 degrees of freedom. The
system’s end-to-end latency, from physical movement
to sound playback, is less than 40 ms, which is well
below the perceptual threshold of detection in dynamic
binaural listening [24, 25].

3 Experiment I - Comparison of Real
and Virtual Sound Localization
Accuracy

To get a baseline for the localization experimental
setup, a preliminary session was first conducted with
real sound sources, comprising training and evaluation
phases. Then, a second session was conducted with
virtual sound sources and different HRTFs.

3.1 Session 1 - Ground Truth Localization

In the first session, ground truth localization perfor-
mance was evaluated using real sound sources. The
aim of the ground truth localization experiment was to
yield a baseline for the localization of each subject and
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(a) The experiment room with the fabric dome folded up.

(b) Illustration of the fabric
dome with the subject inside.

(c) KEMAR head with the mod-
ular headband.

Fig. 1: Localization experimental setup. The setup
includes: 33 loudspeakers with laser point-
ers, a fabric dome, alignment lasers, sub-
ject chair, OptiTrack™ cameras, a projector,
and a modular headband with the ability to
remove/add the head-mounted laser/ floating
headphones/OptiTrack™ markers.

to validate the accuracy of the localization experimental
setup by obtaining localization results that are compa-
rable to those published in previous literature [26–28].

In this experiment, the following dynamic listening
condition was tested. A 3 sec audio stimulus of white-
noise, band-passed filtered between 200 Hz and 16 kHz,
was used. The subjects were instructed to freely rotate
their head while the audio stimulus was played, but
within a limitation of±15° in azimuth and elevation. If
the subject exceeded the allowed rotation, the stimulus
stops. The aim of the dynamic listening condition is to
provide the subject with the ability to use the binaural
dynamic cues, while preserving the intended source di-
rection. Removal of the head rotation limitation might
lead to an experiment where the most frequently tested
source direction is in front of the subject’s head.

In the ground truth localization experiment 33 loud-
speakers were used as the sound sources. Several steps
were taken to minimize the listener’s ability to associate
coloration and source gain to the location of the sound
source in the room. First, the responses from all loud-
speakers at the center of the room were measured and a
gain was applied to each loudspeaker in order to reduce
the deviation caused by the gain differences. Second,
during the experiment, a random gain of ±2 dB was
applied, in addition to a random spectral equalization
that was implemented using five band-pass filters with
random amplification, according to the measured STDs
of the loudspeakers responses.

25 subjects with normal hearing participated in the ex-
periment (20 males, 5 females, aged 21-56, median 30
years old). All subjects were naïve, with no previous
experience in such a localization experiment. Each trial
started with the subject’s head pointing to the front of
the dome (i.e. 0° azimuth, 0° elevation), the sound
was then played, and then the subject undertook a lo-
calization judgment by head-pointing to the location
on the sphere from where the perceived sound came.
The head-mounted laser pointer provides the user with
visual feedback.

The experiment commenced with a training phase, fol-
lowed by an evaluation phase. In both phases a similar
head-pointing protocol is used. As part of the training,
each trial is repeated twice. After the first trial of local-
ization judgment a laser pointer mounted on the played
loudspeaker is turned on, providing visual feedback. In
the second trial the visual feedback stays on and the au-
dio stimulus is played again from the same loudspeaker,
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providing audio feedback. This double training trial
is repeated for a minimum of 20 trials, and continues
until the subject’s localization performance becomes
stable. Localization performance was defined as the
angular error between the true source direction and the
reported direction, which was calculated for each trial,
together with a moving average of the angular errors of
the previous 10 trials. The performance was considered
to be stable when the difference between the maximum
and minimum over the preceding 10 moving averages
is below a threshold of 2° and 3°, for azimuth and el-
evation, respectively. Once the subjects’ performance
has converged to be within the thresholds, the training
stage is completed and the subjects may progress to the
evaluation stage. 16 out of the 33 loudspeakers were
used for the training stage, while the other 17 directions
were used for the evaluation phase, with 5 repetitions
for each direction, leading to a total of 85 trials for each
subject.

3.2 Session 2 - Localization of Virtual Sound
Sources

In the second session, localization performance with
virtual sound sources was evaluated using both individ-
ual and generic HRTFs. Both HRTF sets were mea-
sured with a measurement system similar to the one
used in [29], where the generic HRTF was measured for
a KEMAR (Knowles Electronics Mannequin for Acous-
tics Research). The same 25 subjects that participated
in the ground truth session participated in this session.
The same methodology was implemented, except that
the audio stimulus for the evaluation phase was spa-
tialized through the floating headphones instead of the
loudspeakers. The training phase was still performed
using the real loudspeakers, to eliminate any learning
effects of the HRTF that may occur when listening to
virtual sounds with visual feedback [30]. The direc-
tions of the virtual sound sources were chosen to be
similar to those in the ground truth session. To reduce
the chance of subjects learning the directions of the
sound sources, a random mirroring between right and
left directions was added, assuming left-right symmetry
in localization performance. Again, 16 directions were
used for training and the other 17 directions were used
in the evaluation phase with 4 repetitions, resulting in
a total of 136 trials for each subject (including both the
individual and the generic HRTFs).

The measured HRTF comprises 612 directions over
the sphere. For the dynamic listening, real-time in-

terpolation is performed by linear interpolation in the
space domain. This interpolation uses the three nearest
measured directions and calculates the HRTF for the
desired direction as a weighted average of the three
measured HRTFs, using Barycentric weights [31]. The
interpolation is performed on the magnitude response
of the HRTF in the frequency domain, and the phase is
computed according to a minimum-phase assumption
directly from the magnitude response using the Hilbert
transform [32], while the time delays are interpolated
separately in a similar manner and added to the HRTF
as a linear phase component.

3.3 Results

In this section the localization performance from the
ground-truth session are compared with the localiza-
tion of virtual sound sources with an individual HRTF
and a generic HRTF. The localization performance is
evaluated using four error metrics: total angular error,
defined as the spatial angle between the true sound
source direction and the reported direction, its azimuth
and elevation components, and the percentage of trials
that results in a front-back reversal.

Figure 2 shows a summary of the results for the four
localization error metrics, for all the localization con-
ditions (ground-truth, virtual sound source with an in-
dividual HRTF and with a generic HRTF). First, the
error metrics are calculated for each trial and aver-
aged for each subject. Then, the average and STD
across subjects is calculated and presented as a bar
plot with error bars for each localization experiment
condition and each error metric. A one-factor within-
subjects ANOVA with the factor "localization condi-
tion" (ground-truth, individual HRTF, generic HRTF)
paired with a Tukey-Kramer post hoc test at a confi-
dence level of 95% was used to determine the statisti-
cal significance of the results. The main effect of the
"localization condition" is significant for all the four
error metrics, with p < 0.001. As expected, the errors
for tests with a generic HRTF are significantly higher
compared to those with an individual HRTF, especially
in the elevation error, with an average elevation error
of 21.4° compared to 10.9° with an individual HRTF
(p < 0.001). The azimuth error is also significantly
higher for the generic HRTF (p < 0.001). Furthermore,
a higher percentage of front-back reversal is found
when using the generic HRTF (9.8% compared to 4.7%
(p = 0.044)). Higher STDs can also be seen for the re-
sults from the tests with a generic HRTF, which is also
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expected because the KEMAR HRTF that was used
may be worse for some people than it is for others.

The localization errors for the individual HRTFs are
higher compared to the ground truth results, with an
average azimuth error of 7.5° (compared to 5.5°, p =
0.031) and elevation error of 10.9° (compared to 6.9°,
p < 0.001). An explanation for these differences could
be the fact that the sound sources in the ground truth
session were loudspeakers in a room, while the virtual
experiment is with anechoic HRTFs. Another source
of errors in the virtual sound source conditions is the
imperfection of the spatial sound reproduction system,
where errors may be ntroduced by the interpolation, as
well as in the headphone equalization stage. Errors in
the HRTF measurement may also affect the quality of
the spatial sound reproduction and may yield inferior
localization performance.

Overall, the ground truth localization errors are com-
parable to, or even better than, those found in previous
literature [26–28]. These results indicate that the ex-
perimental setup is reliable in capturing accurate local-
ization performance in dynamic listening conditions,
even for naïve subjects. Furthermore, the localization
performance using individual HRTFs is much better
compared to the performance using the generic (KE-
MAR) HRTF; although it is higher compared to the
ground truth, the results are still comparable to those
found in previously published free-field localization
literature [23, 33, 34]. This validates the accuracy of
the HRTF measurement system and of the spatial sound
reproduction system.

4 Experiment II - Elevation Perception
using Sparse Individual HRTFs

This section presents the results of a second localization
experiment that aimed to evaluate the effect of sparse
HRTFs in dynamic listening. As discussed before, the
use of sparse individual HRTFs in dynamic listening
requires efficient real-time spatial interpolation. The
interpolation method used in this experiment is linear
triangle interpolation with Barycentric weights.

4.1 Objective Analysis

To objectively evaluate the accuracy of the interpolated
sparse HRTFs, a dense HRTF was measured using a
setup similar to that described in [29] for one subject,
with 2° resolution in azimuth, resulting in a HRTF

Fig. 2: Localization results for the virtual sound source
experiment, for both individual and generic
HRTFs compared to the ground truth results.
Results are averaged over all subjects, direc-
tions and repetitions, in terms of the total an-
gular error and its azimuth and elevation com-
ponents, as well as for the percentage of trials
which resulted in a front-back reversal (%FB).
The error bars present the STDs between sub-
jects.

with 3060 measured directions. Subsets of different
numbers of measurements were taken from this dense
set. Figure. 3 presents the subsets that were used, with
Q= 612, 238, 141, 84 and 36. The Q= 612 subset was
chosen to be the grid used for measuring the individual
HRTFs for the localization experiment, and the other
subsets were chosen to be as close as possible to nearly-
uniform sampling over the sphere.

As observed in Sec. 3, the main advantage of an in-
dividual HRTF over a generic HRTF, is in elevation
perception. Therefore, the current evaluation of sparse
HRTFs is focused on the effect of reducing the number
of HRTF directions on the perception of sound source
elevation. The magnitude response of the right ear
dense measured HRTF is presented in the leftmost plot
of Fig. 4, as a function of frequency and elevation an-
gle, for azimuth direction 315° (45° to the right). The
plot highlights the spectral cues that are relevant for el-
evation perception, such as notches that are frequency
and elevation dependent [7]. The figure also shows
similar plots for the sparse individual HRTF subsets of
Q = 612, 84 and 36, as well as for the generic HRTF
with Q = 612, interpolated to the same directions as
in the dense individual HRTF. Comparing the dense
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Fig. 3: Directions of the diluted HRTFs used for the objective analysis. The red dashed lines represent the azimuth
directions 45° and 315°, which are the azimuth angles that were used for the evaluations in Sec. 4.

Fig. 4: Right ear HRTF magnitude as a function of frequency and elevation angle, for azimuth 315° (45° to the
right), using different subsets from the dense measurement (left plot) and interpolated using the Barycentric
method (three central plots). Right plot presents the generic (KEMAR) HRTF.
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Fig. 5: SDE between sparse HRTFs and a reference
dense HRTF. Average across elevation direc-
tions for azimuth 315° (45° to the right).
Dashed line represents the error from the
generic HRTF measurement. The errors are
smoothed over 1/3 octave.

HRTF plot to the interpolated ones from sparse subsets
provides a qualitative illustration of the interpolation
errors, which can be seen as distortion in the magni-
tude response. High errors are evident, for example, at
high frequencies and the low number of HRTF mea-
surements, Q = 36. Comparing the dense individual
HRTF to the generic HRTF shows, as expected, large
differences at high frequencies.

Figure. 5 shows the Spectral Difference Error (SDE) for
the different HRTF subsets of a single representative
subject. The errors are computed between the dense
measured HRTF, H(Ω, f ), where Ω is the source direc-
tion and f is the frequency, and the sparse HRTF after
interpolation to the dense HRTF directions, Ĥ(Ω, f ),
as follows:

SDE(Ω, f ) =
∣∣20log10 |H(Ω, f )|−20log10 |Ĥ(Ω, f )|

∣∣
(1)

The errors are computed for the right ear’s HRTF and
averaged over the elevation angles on the arc of az-
imuth 315°. The errors between the generic HRTF
and the individual HRTF are also presented. From the
SDE values it can be seen that, as expected, reducing
the number of measurements leads to higher errors.
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Interestingly, even with Q as low as 36, the interpo-
lation error is substantially lower than the difference
between the generic HRTF and the evaluated individ-
ual HRTF (except for frequencies f ∈ (700,900)Hz
which are not expected to affect elevation perception).
Even smaller errors are achieved over all frequencies
with Q = 84 and above, where the SDE is less than
2 dB up to ∼10 kHz. These results present the effects
of the interpolation errors on the magnitude responses
of the HRTFs when using sparse HRTFs; however, in
order to better understand the effects of these errors on
elevation perception of the reproduced binaural signals,
a listening experiment is required.

4.2 Experiment Method

The experiment is similar to the virtual sound sources
localization experiment presented in Sec. 3.2. 11 sub-
jects who participated in the previous experiment par-
ticipated in this experiment. The measured individual
HRTFs were used for the spatial sound reproduction,
using the full set with Q = 612 and using the subsets
of Q = 238, 141, 84 and 36 (as seen in Fig. 3). 13
sound source directions were tested, located at eleva-
tion angles from -60° to 60° with 10° resolution and
with azimuth angles ±45° (both to the left and to the
right). A total of 195 trials were performed, comprising
5 HRTFs × 13 directions × 3 repetitions. A training
session was conducted at the beginning of each eval-
uation session, with the same method as presented in
Sec. 3.2. A 3 second recording of white-noise, band-
passed filtered between 200 Hz and 16 kHz, was used
as the stimulus. The subjects were instructed to freely
move their head while the sound is playing, with the
limitation of ±15° in azimuth and elevation.

4.3 Results

Figure 6 shows the results of the experiment. The fig-
ure presents the average elevation errors for all subsets,
compared to the localization performance in elevation
using the generic HRTF (as presented in Sec. 3.2). Sur-
prisingly, even when using a sparse individual HRTF
with only 36 measurement directions the average el-
evation error (11.3°) is remarkably lower compared
to the average elevation error with the generic HRTF
(21.4°). A one-factor within-subjects ANOVA with the
factor "subset" (Q = 612, 238, 141, 84 and 36) paired
with a Tukey-Kramer post hoc test at a confidence level

Fig. 6: Elevation localization errors for the virtual
sound source experiment with individual sparse
HRTFs compared to generic HRTF. Results are
averaged over all subjects, directions and repe-
titions, in terms of the elevation error. The error
bars present the STDs between subjects.

of 95% was used to determine the statistical signifi-
cance of the results. The main effect of the "subset"
factor is significant (F(4,40) = 8.47, p < 0.001). Only
when reducing the number of HRTF measurements
to Q = 36 the elevation error becomes significantly
higher compared to the Q = 612 condition (p < 0.01).
Interestingly, the elevation errors for all other subsets,
Q = 84, 14, 238, are not significantly different from
the errors with the full HRTF with Q = 612 (p > 0.5
for all pairwise comparisons).

5 Conclusion

The paper presents a flexible localization experimen-
tal setup that facilitates the use of different virtual
sound conditions, such as different HRTFs, interpo-
lation methods and listening conditions. The system
provides accurate evaluation of the localization per-
formance of both real and virtual sound sources. A
comparison was made between the localization of real
sounds and virtual sounds with generic and individual
HRTFs, validating the reliability of the setup. Further-
more, comparison between sparse individual HRTFs
was made. Interestingly, even with a sparse individual
HRTF that was measured over only 36 directions, the
localization performance was not substantially different
from when using a high-resolution individual HRTF,
but remarkably better than using a high-resolution
generic HRTF, which further highlights the advantage
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of individual HRTFs over a generic HRTF. This result
is important as, although a simple linear interpolation
was used, relatively high localization accuracy was
obtained, which may imply that a linear interpolation
method can be used as a baseline for future evalua-
tion of more complex and (presumably) more accurate
interpolation methods.
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