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Abstract

Training large-scale question answering
systems is complicated because training
sources usually cover a small portion of
the range of possible questions. This pa-
per studies the impact of multitask and
transfer learning fosimple question an-
swering a setting for which the reason-
ing required to answer is quite easy, as
long as one can retrieve the correct evi-
dence given a question, which can be diffi-
cult in large-scale conditions. To this end,
we introduce a new dataset of 100k ques-
tions that we use in conjunction with ex-
isting benchmarks. We conduct our study
within the framework of Memory Net-
works (Weston et al., 2015) because this
perspective allows us to eventually scale
up to more complex reasoning, and show
that Memory Networks can be success-
fully trained to achieve excellent perfor-
mance.
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and facts in a low dimensional vector space and re-
trieve the answer by computing similarities in this
embedding space (Bordes et al., 2014a). How-
ever, while most recent efforts have focused on
designing systems with higher reasoning capabil-
ities, that could jointly retrieve and use multiple
facts to answer, the simpler problem of answer-
ing questions that refer to a single fact of the KB,
which we callSimple Question Answering this
paper, is still far from solved.

Hence, existing benchmarks are small; they
mostly cover the head of the distributions of facts,
and are restricted in their question types and their
syntactic and lexical variations. As such, it is still
unknown how much the existing systems perform
outside the range of the specific question tem-
plates of a few, small benchmark datasets, and itis
also unknown whether learning on a single dataset
transfers well on other ones, and whether such
systems can learn from different training sources,
which we believe is necessary to capture the whole
range of possible questions.

Besides, the actual need for reasoning, i.e. con-
structing the answer from more than a single fact
from the KB, depends on the actual structure of the

Open-domain Question Answering (QA) systemsKB. As we shall see, for instance, a simple prepro-
aim at providing the exact answer(s) to questiongessing ofFreebase tremendously increases the
formulated in natural language, without restrictioncoverage of simple QA in terms of possible ques-
of domain. While there is a long history of QA tions that can be answered with a single fact, in-
systems that search for textual documents or ofluding list questions that expect more than a sin-
the Web and extract answers from them (see e.@lle answer. In fact, the task of simple QA itself
(Voorhees and Tice, 2000; Dumais et al., 2002))might already cover a wide range of practical us-
recent progress has been made with the release 8g€s, if the KB is properly organized.

large Knowledge Bases (KBs) sucheebase, This paper presents two contributions. First, as
which contain consolidated knowledge stored asn effort to study the coverage of existing sys-
atomic facts, and extracted from different sourcestems and the possibility to train jointly on differ-
such as free text, tables in webpages or collabent data sources via multitasking, we collected the
orative input. Existing approaches for QA from first large-scale dataset of questions and answers
KBs use learnable components to either transbased on a KB, calle@impleQuestions. This
form the question into a structured KB query dataset, which is presented in Secfidn 2, contains
(Berant et al., 2013) or learn to embed questionsnore thanl00k questions written by human anno-
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What American cartoonist is the creator of Andy Lippincott? (andy I i ppincott, character created by, garry.trudeau)

Which forest is Fires Creek in? (firescreek, containedby, nantahal anational forest)
What is an active ingredient in childrens earache relief ? (chil drens_earache.relief, active.ngredients, capsicun
What does Jimmy Neutron do? (jimy_neutron, fictional _character_occupation, inventor)

What dietary restriction is incompatible with kimchi? (ki mchi, inconpatiblew thdietaryrestrictions, veganism

Table 1:Examples of simple QA. Questions and corresponding facts have been extractedtiiienew
dataseSimpleQuestions introduced in this paper. Actual answers are underlined.

tators and associated Foeebase facts, while the lem we address here consist in finding the answer
largest existing benchmari/ebQuestions, con-  to questions that can be rephrased as queries of the
tains less thak questions created automatically form (subj ect, rel ationship, ?), asking for
using the Google suggest API. all objects linked tosubj ect by rel ati onshi p.
Second, in sectiong] 3 arid 4, we present aifhe questionWhat do Jamaican people speak ?
embedding-based QA system developed unddor instance, could be rephrased as Bneebase
the framework of Memory Networks (MemNNs) query (j amai ca, |anguage_spoken, ?). In
(Weston et al., 2015; Sukhbaatar et al., 2015)other words, fetching a single fact from a KB is
Memory Networks are learning systems centeredufficient to answer correctly.
around a memory component that can be read and The termsimple QArefers to the simplicity of
written to, with a particular focus on cases wherethe reasoning process needed to answer questions,
the relationship between the input and responssince it involves a single fact. However, this does
languages (here natural language) and the storagt mean that the QA problem is easy per se, since
language (here, the facts from KBs) is performedretrieving this single supporting fact can be very
by embedding all of them in the same vectorchallenging as it involves to search over millions
space. The setting of the simple QA correspond®f alternatives given a query expressed in natural
to the elementary operation of performing a singldanguage. Tablél1 shows that, with a KB with
lookup in the memory. While our model bares many types of relationships likereebase, the
similarity with previous embedding models for range of questions that can be answered with a sin-
QA (Bordes et al., 2014b{ Bordes et al., 2014a)gle fact is already very broad. Besides, as we shall
using the framework of MemNNs opens thesee, modiying slightly the structure of the KB can
perspective to more involved inference schemesnake some QA problems simphgradding direct
in future work, since MemNNs were shown to connections between entities and hence allow to
perform well on complex reasoning toy QA tasksbypass the need for more complex reasoning.

(Weston et al., 2015). We discuss related work in
Sectior[b. 2.1 Knowledge Bases

We report experimental results in Sectibh 6,We use the KBFreebasel] as the basis of our
where we show that our model achieves excelQA system, our source of facts and answers. All
lent results on the benchmalWebQuestions.  Freebase entities and relationships are typed and
We also show that it can learn from two different the lexicon for types and relationships is closed.
QA datasets to improve its performance on bothFreebase data is collaboratively collected and
We also present the first successful application o¢urated, to ensure a high reliability of the facts.
transfer learning for QA. Using thBeverb KB~ Each entity has an internal identifier and a set of
and QA datasets, we show thaeverb facts can  Strings that are usually used to refer to that entity
be added to the memory and used to answigr-  in text, termedaliases We consider two extracts
out retraining and that MemNNs achieve better of Freebase, whose statistics are given in Table 2.
results than some systems designed on this datas&B2M, which was used in_(Bordes et al., 2014a),

contains aboulM entities and5k relationships.
2 Simple Question Answering FB5M, is much larger with aboutM entities and
Knowledge Bases contain facts expressed a0 than7.ok relationships.
triples  (subject, relationship, object), We also use the KEReverb as a Second"’_‘ry
Where subject and object are entities and Source of facts to study how well a model trained

rel ationship describes the type of (directed) 1© @nswer questions usirfFeebase facts could
link between these entities. The simple QA prob- ‘www. treebase. com


www.freebase.com

FB2M FBSM Reverb which would result in trivial uninformative ques-
ENTITIES 2,150,604 4,904,397 2,044,752 ; ; "
RELATIONSHIPS 6.701 7523 601360 tions, such asName a person who is an actor~
ATOMIC FACTS | 14,180,937| 22,441,880 14,338,214 e threshold was set to 10.
FACTS (grouped)| 10,843,106| 12,010,500 - In the second phase, these selected facts were

sampled and delivered to human annotators to
generate questions from them. For the sampling,
each fact was associated with a probability which
defined as a function of its relationship frequency
in the KB: to favor variability, facts with relation-
out being trained ofiReverb data. This is a pure ship appearing more frequently were given lower
setting oftransfer learning Reverb is interesting probabilities. For each sampled facts, annotators
for this experiment because it differs a lot fromwere shown the facts along with hyperlinks to
Freebase. Its data was extracted automaticallyf reebase. comto provide some context while
from text with minimal human intervention and is framing the question. Given this information, an-
highly unstructured: entities are unique strings andhotators were asked to phrase a question involving
the lexicon for relationships is open. This leadsthe subject and the relationship of the fact, with
to many more relationships, but entities with mul-the answer being the object. The annotators were
tiple references are not deduplicated, ambiguousxplicitly instructed to phrase the question differ-
referents are not resolved, and the reliability of theently as much as possible, if they encounter multi-
stored facts is much lower than fteebase. We  ple facts with similar relationship. They were also
used the full extraction froni (Fader et al., 2011),given the option of skipping facts if they wish to
which contain2M entities and00k relationships.  do so. This was very important to avoid the anno-
tators to write a boiler plate questions when they
had no background knowledge about some facts.

Table 2: Knowledge Bases used in this paper.
FB2M andFB5M are two versions dfreebase.

be used to answer usirigeverb’s as well, with-

2.2 The SimpleQuestions dataset

Existing resources for QA such a&ebQues-
tions (Berant et al., 2013) are rather small (few
thousands questions) and hence do not provide & Memory Network consists of a memory (an in-
very thorough coverage of the variety of ques-dexed array of objects) and a neural network that
tions that could be answered using a KB likeis trained to query it given some inputs (usually
Freebase, even in the context of simple QA. questions). It has four componenttput map
Hence, in this paper, we introduce a new datasegtl), Generalization(G), Output map(O) andRe-

of much larger scale for the task of simple QA sponse(R) which we detail below. But first, we
called SimpleQuestionsE This dataset consists describe the MemNNs workflow used to set up a
of a total of 108,442 questions written in natu- model for simple QA. This proceeds in three steps:
ral language by human English-speaking annota-

tors each paired with a corresponding fact froml' Storing Freebase:  this first phase parses

FB2M that provides the answer and explains it_Freebase (either FB2M or FBSM depending on

We randomly shuffle these questions and use 7002;'6 setting) and stores it in memory. It uses the
of them (75910) as training set, 10% as validationlnpUt module to preprocess the data.

set (10845), and the remaining 20% as testset. EX2.  Training: this second phase trains the
amples of questions and facts are given in Teble IMemNN to answer question. This udegut, Out-

We collectedSimpleQuestions in two phases. put and Responsenodules, the training concerns
The first phase consisted of shortlisting the set ofnainly the parameters of the embedding model at
facts fromFreebase to be annotated with ques- the core of theDutputmodule.
tions. We usedB2M as background KB and re-
moved all facts with undefined relationship type .
i.e. containing the wordr eebase. We also re- new facts coming frorTReverb to the memory.
moved all facts for which the (subject, reIation-ThIS is done after training to te_st the ab”.lty of
ship) pair had more than a threshold number of opMemNNSs to handle new facts without having to

jects. This filtering step is crucial to remove factsbe re-trained. It uses theput m0(_jule_ to prepro-
cessReverb facts and thé&eneralizationmodule

to connect them to the facts already stored.

3 Memory Networksfor Simple QA

3. Connecting Reverb: this third phase adds

2The dataset is available frdht t p: // T b. ai / babi |
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After these three stages, the MemNN is readyan entity (independent of whether it appears as
to answer any question by running theO andR  subject or object). The entries of the subject and
modules in turn. We now detail the implementa-of the relationship have value and the entries of

tion of the four modules. the objects are set ty k. All other entries ar®.
3.1 Input module Preprocessing questions A question ¢ is

This module preprocesses the three types of da appe‘?' toRaNtaag-ﬁf-n%am_s rﬁpre_senta;y(;n of
that are input to the networlEreebase facts that Imension where Ny is the SIz€ 0 ,t € vo-
a&abulary. The vocabulary contains all individual

are used to populate the memory, questions th ; )
the system need to answer, aReverb facts that words that appear in the questions of our datasets,
’ ogether with the aliases (freebase entities,

we use, in a second phase, to extend the memor);. . i ) ;
each alias being a single n-gram. The entries of

Preprocessing Freebase TheFreebase datais () that correspond to words and n-gramsgof
initially stored as atomic facts involving single en- gre equal td, all other ones are set tb

tities as subject and object, plus a relationship be-
tween them. However, this storage needs to b
adapted to the QA task in two aspects.

First, in order to answer list questions, whic
expect more than one answer, we redefine a fa
as being a triple containing a subject, a relation
ship, and the set of all objects linked to the subjec
by the relationship. Thigrouping process trans-
forms atomic facts into grouped facts, which we3z 2 Generalization module
simply refer to adactsin the following. Tabld R
shows the impact of this grouping: &B2M, this
decreases the number of facts fradM to 11M
and, onFB5M, from 22M to 12M.

Second, the underlying structure Bfeebase
is a hypergraph, in which more than two entities
can be linked. For instance dates can be Iinkeél
together with two entities to specify the time pe-
riod over which the link was valid. The under

reprocessing Reverb facts In our experiments
with Reverb, each facly = (s, r, 0) is represented
pas avectoh(y) € RNtV This vector is a bag-
@[f—symbol for the subject and the objecb, and
a bag-of-words for the relationship The exact
Fomposition ofh is provided by theGeneraliza-

tion module, which we describe now.

This module is responsible for adding new ele-
ments to the memory. In our case, the memory has
a multigraph structure where each node ee-
base entity and labeled arcs in the multigraph are
Freebase relationships: after their preprocessing,

Il Freebase facts are stored using this structure.
We also consider the case where new facts,
with a different structure (i.e. new kinds of re-

lying triple storage involvesnediator nodegor ~ lationship), are provided to the MemNNs by us-
ying fp 9 ing Reverb. In this case, the generalization mod-

each such fact, effectively making entities Imkedule is then used to conne&everb facts to the

through paths of length 2, instead of 1. To ob- :
tain direct links between entities in such cases Wgreebase-based memory structure, in order to
' " make them usable and searchable by the MemNN.

created a single fact for these facts by removing To link the subject and the object ofReverb

the intermediate node and using the second relq- "
. . : . ct toFreebase entities, we use precomputed en-
tionship as the relationship for the new condense(ii’al

[ I 2). i
fact. This step reduces the need for searching th(letizehgﬁs ilé;nuﬁtfilr' 'aznoén'zit vavs;cszr;;:rr:;s'g;er_lot
answer outside the immediate neighborhood of th% y Y,

) . . . . ase entities with at least one alias that matches
subject referred to in the question, widely increasy . o verb entity string. These two processes al-
ing the scope of the simple QA task Breebase. 9. P

: . lowed to matchl 7% of Reverb entities toFree-
On WebQuestions, a benchmark not primarily base ones. The remainder of entities were en-

designed for simple QA, removing mediator nodes . . .
allows to jump from aroun@5% to 86% of ques- coded using bag-of-words representation of their

tions that can be answered with a single fact strings, since we had no other way of matching
9 ' them toFreebase entities. All Reverb relation-

Preprocessing Freebasefacts A fact with k ob-  ships were encoded using bag-of-words of their
jectsy = (s,r,{o1,...,0}) is represented by a strings. Using this approximate process, we are
bag-of-symbol vectorf (y) in R™s, whereNg is  able to store eadReverb fact as a bag-of-symbols
the number of entities and relationships. Each di{words orFreebase entities) all already seen by
mension off(y) corresponds to a relationship or the MemNN during its training phase based on



Freebase. We can then hope that what had beer3.4 Response module

learned there could also be successfully used tg, Memory Networks, th&esponsenodule post-
queryReverb facts. processes the result of t@utputmodule to com-
pute the intended answer. In our case, it returns

the set of objects of the selected supporting fact.
The output module performs the memory lookups

given the input to return thsupporting factsles- 4 Training

tined to eventually provide the answer given a

question_ In our case of Simp|e QA, this mod_ThiS section details how we trained the SCOfing
ule only returns a single supporting fact. To avoidfunction of theOutputmodule using a multitask
scoring all the stored facts, we first perform an apiraining process on four different sources of data.
proximate entity linking step to generate a small First, in addition to the ne®@impleQuestions
set of candidate facts. The supporting fact is thélataset described in Sectibh 2, we also ués

candidate fact that is most similar to the questiorPQuestions, a benchmark for QA introduced in
according to an embedding model. (Berant et al., 2013): questions are labeled with

_ _ . answer strings from aliases Bfeebase entities,
Candidate generation To generate candidate gnq many questions expect multiple answers. Ta-
facts, we matct-grams of words of the question p|e3 details the statistics of both datasets.
to aliases ofFreebase entities and select a few  \y\e also train on automatic questions gener-
matching entities. All facts having one of these iag from the KB, that i€B2M or FB5M de-
entitie; as subject are score_d in a second step. pending on the setting, which are essential to

We_ﬂrst gener_ate all p035|b’regran_13 from the |eam embeddings for the entities not appearing
question, removing those that contain an interrogs, either WebQuestions or SimpleQuestions,
ative pronoun orl-grams that belong to a list of gtatistics of EB2M or FB5M are given in Ta-
stopwords. We only keep thegrams which are e 3. \e generated one training question per
an alias of an entity, and then discard@lgrams g5t following the same process as that used in
that are a subsequence of anothegram, except (Bordes et al., 2014a).
if the longern-gram only differs byin, of, for or Following  previous work such as

theat the beginning. We finally keep the two enti- =aqer et al, 2013), we also use the indirect
ties with the most links ifFreebase retrieved for supervision signal of pairs of question para-

each of the five longest matcheegrams. phrases. We used a subset of the large set of

Scoring Scoring is performed using an embed-paraphrases extracted from IMVANSWERS
ding model. Given two embedding matricesand introduced in [(Fader etal., 2014). Our
Wy € RN and Wy € R?Ns, which re- Paraphrases dataset is made of5M clusters
spectively contain, in columns, thiedimensional ~containing 2 or more paraphrases each.
embeddings of the words/grams of the vocabu- . i
lary and the embeddings of tikeeebase entities 41 Multitask training

and relationships, the similarity between questioAs in previous work on embedding mod-

¢ and aFreebase candidate facy is computed as: €ls and Memory Networks (Bordes et al., 2014a;
Bordes et al., 2014b; Weston et al., 2015), the em-

Sqa(g,y) = cos(Wyg(q), Ws f(y)), beddings are trained with a ranking criterion. For
QA datasets the goal is that in the embedding
space, a supporting fact is more similar to the
question than any otheron-supportingfact. For
the paraphrase dataset, a question should be more
similar to one of its paraphrases than to any an-
other question.

_ The multitask learning of the embedding ma-

Savs(¢,y) = cos(Wyglg), Wysh(y)). trices Wy and W is performed by alternating

The dimension is a hyperparameter, and the em-stochastic gradient descent (SGD) steps over the
bedding matriceW, andW g are the parameters loss function on the different datasets. For the
learned with the training algorithm of Sectioh 4. QA datasets, given a question/supporting fact pair

3.3 Output module

with cos() the cosine similarity. When scoring a
facty from Reverb, we use the same embeddings
and build the matriWy g € R (Vv+Ns) which
contains the concatenation in columnswf, and
W, and also compute the cosine similarity:



(q’y) and a non_supporting fa@f, we perform a WebQuestions | SimpleQuestions | Reverb

L : TRAIN 3,000 75,910 -
step to minimize the loss function VALID. 778 10.845 _

TEST 2,032 21,687 691

loa(a,y,y") = [v — Sqala,y) + Sqale, v)], ,
Table 3: Training and evaluation datasets.

where[], is the positive part and is a margin Questions automatically generated from the KB
hyperparameter. For the paraphrase dataset, “&‘ﬁd paraphrases can also be used in training.
similarity score between two questiogsand ¢

is also the cosine between their embeddings, i.e.

SQQ(Qa q/) = COS(WVQ(Q)a WV.g(q/))1 and given 4.3 Genera_ting nega_ti\/e examp|es
a paraphrase paliy, ¢') and another questiogq’, .
As in (Bordes et al., 20144a; Bordes et al., 2014b),

the loss is:

learning is performed with gradient descent, so
loo(e,d,q") = [v—=Sqeq(e,¢)+Sqqle,q")], . that negative examples (non-supporting facts or

non-paraphrases) are generated according to a ran-
The embeddings (i.e. the columns Wy and  gomized policy during training.
W) are projected onto thd., unit ball after For paraphrases, given a pdif,¢’), a non-
each update. At each time step, a sample fro”‘baraphrase pair is generated(@s;”) whereq” is
the paraphrase dataset is drawn with probabily random question of the dataset, not belonging to
ity 0.2 (this probability is arbitrary). Otherwise, the cluser of;. For question/supporting fact pairs,
a sample from one of the three QA datasetsye yse two policies. The default policy to ob-
chosen uniformly at random, is taken. We US€gin g non-supporting fact is to corrupt the answer
the WARP loss [(Weston et al., 2010) to speedact by exchanging its subject, its relationship or
up training, and Adagrad (Duchi etal., 2011) asjis gpject(s) with that of another fact chosen uni-
SGD algorithm multi-threaded withogW I d! oy at random from the KB. In this policy, the
(Recht et al., 2011). Training takes 2-3 hours Ofglement of the fact to corrupt is chosen randomly,
20 threads. with a small probability (0.3) of corrupting more
than one element of the answer fact. The second
_ _ , _ policy we propose, calledandidates as negatives
Unlike for SimpleQuestions or the synthetic QA is to take as non-supporting fact a randomly cho-
data generated frorfireebase, for WebQues- o tact from the set of candidate facts. While the
tions only answer strings are provided for quUes-f nalicy is standard in learning embeddings, the
tions: the supporting facts are unknown. second one is more original, and, as we see in the

In order to generate the supervision, we Usg,neriments, gives slightly better performance.
the candidate fact generation algorithm of Sec-

tion[3.3. For each candidate fact, the aliases of itg Related Work

objects are compared to the set of provided answer

strings. The fact(s) which can generate the maxiThe first approaches to open-domain QA were
mum number of answer strings from their objects’search engine-based systems, where keywords ex-
aliases are then kept. If multiple facts are obtainedracted from the question are sent to a search en-
for the same question, the ones with the minimapine, and the answer is extracted from the top re-
number of objects are considered as supervisioaults (Yahya et al., 2012; Unger et al., 2012). This
facts. This last selection avoids favoring irrelevantmethod has been adapted to KB-based QA
relationships that would be kept only because theyYahya et al., 2012{ Unger et al., 2012), and ob-
point to many objects but would not be specifictained competitive results with respect to semantic
enough. If no answer string could be found fromparsing and embedding-based approaches.

4.2 Distant supervision

the objects of the initial candidates, the question is Semantic parsing ap-
discarded from the training set. proaches (Cai and Yates, 2013;
Future work should investigate the process oBerant et al., 2013; Kwiatkowski et al., 2013;

weak supervised training of MemNNs recently in-Berant and Liang, 2014{ Fader et al., 2014) per-
troduced in[(Sukhbaatar et al., 2015) that allows tdorm a functional parse of the sentence that
train them without any supervision coming from can be interpreted as a KB query. Even though
the supporting facts. these approaches are difficult to train at scale



because of the complexity of their inference, theirquestions. We consider the task of re-ranking a
advantage is to provide a deep interpretation of themall set of candidate answers, which &e-
guestion. Some of these approaches require littlgerb facts and are labeled as correct or incorrect.
to no question-answer pair§ (Fader et al., 2013\We compare our approach to the original system
Reddy et al., 2014), relying on simple rules to(Fader et al., 2013), to (Bordes et al., 2014b) and
tranform the semantic interpretation to a KBto the original MemNNs| (Weston et al., 2015), in
query. terms of accuracy, which is the percentage of ques-
Like our work, embedding-based meth-tions for which the top-ranked candidate fact is
ods for QA can be seen as simple MemNNs.correct.
The algorithms  of [(Bordes etal., 2014b;

Weston et al., 2015) use an approach similalb"2 Experimental setup
to ours but are based oReverb rather than All models were trained with at least the dataset

Freebase, and relied purely on bag-of-word made of synthetic questions created from the KB.
for both questions and facts. The approach offhe hyperparameters were chosen to maximize
(Yang et al., 2014) uses a different representatioithe F1-score olVebQuestions validation set, in-
of questions, in which recognized entities aredependently of the testing dataset. The embed-
replaced by arentity token, and a different train- ding dimension and the learning rate were chosen
ing data using entity mentions from MIPEDIA.  among{64, 128,256} and{1,0.1,...,1.0e—4} re-
Our model is closest to the one presented irspectively, and the margin was set ta0.1. For
(Bordes et al., 2014a), which is discussed in mor€ach configuration of hyperparameters, the F1-

details in the experiments. score on the validation set was computed regularly
during learning to perform early stopping.
6 Experiments We tested additional configurations for our al-

. . . _ . orithm. First, in theCandidates as Negativest-
This section provides an extensive evaluation Oﬁng (negative facts are sampled from the candi-
our MemNNs implementation against state-of-y5¢a set, see Secti@h 4), abbreviateshNGs As
the-art QA methods as well as an empirical StUdW\IEGS, the experimental protocol is the same as
of the impact of using multiple training sources onjy, {he default setting but the embeddings are ini-
the prediction performance. tialized with the best configuration of the default
. . setup. Second, our model shares some similarities
6.1 Evaluation and baselines with an approach studied in (Bordes et al., 2014a),
Table [3 details the dimensions of the testinwhich the authors noticed important gains using
sets of WebQuestions, SimpleQuestions a subgraph representation of answers. For com-
and Reverb which we used for evalua- pleteness, we also added such a subgraph repre-
tion. On WebQuestions, we evaluate sentation of objects. In that setting, callSdb-
against previous results on this benchmarkgraph each objecto of a fact is itself repre-
(Berant et al., 2013; | Yao and Van Durme, 2014 sented as a bag-of-entities that encodes the imme-
Berant and Liang, 2014; Bordes et al., 2014agiate neighborhood af. This Subgraphmodel is
Yang et al., 2014) in terms of F1-score as definedrained similarly as our main approach and only
in (Berant and Liang, 2014), which is the averagethe results of a post-hoc ensemble combination of
over all test questions, of the Fl-score of thethe two models (where the scores are added) are
sets of predicted answers. Since no previoupresented. We also report the results obtained by
result was published oSimpleQuestions, we an ensemble of the 5 best models on validation
only compare different versions of MemNNs. (subgraph excepted); this is denotecthodels
SimpleQuestions questions are labeled with
their entire Freebase fact, so we evaluate in 63 Results
terms of path-level accuracy, in which a predictionComparative results The results of the com-
is correct if the subject and the relationship wereparative experiments are given in Tahble 4. On
correctly retrieved by the system. the main benchmarebQuestions, our best re-
The Reverb test set, based on the KB of the sults use all data sources, the bigger extract from
same hame and introduced [n (Fader et al., 2013reebase and the @QNDS As NEGSsetting. The
is used for evaluation only. It contain691 two ensembles achieve excellent results, with F1-



WebQuestions | SimpleQuestions Reverb
F1-SCORE(%) ACCURACY (%) | ACCURACY (%)
BASELINES
Random guess 1.9 49 35
(Berant et al., 2013) 31.3 n/a n/a
(Fader et al., 2014) n/a n/a 54
(Bordes et al., 2014b) 29.7 n/a 73
(Bordes et al., 2014a) using path 35.3 n/a n/a
(Bordes et al., 2014a) using path + subgraph 39.2 n/a n/a
(Berant and Liang, 2014) 39.9 n/a n/a
(Yang et al., 2014) 41.3 n/a n/a
(Weston et al., 2015) the original MemNN n/a n/a 72
MEMORY NETWORKS(never trained orReverb — only transfer)
KB TRAIN SOURCES CANDS | ENSEMBLE
WQ | SIQ | PRP | ASNEGS
FB2M | yes | yes | yes - - 36.2 62.7 n/a
FB5M - - - - - 18.7 44.5 52
FB5M - - yes - - 22.0 48.1 62
FB5M - yes - - - 22.7 61.6 52
FB5M - yes | yes - - 28.2 61.2 64
FB5M | yes - - - - 40.1 46.6 58
FB5M | yes - yes - - 40.4 47.4 61
FB5M | yes | yes - - - 41.0 61.7 52
FB5M | yes | yes | yes - - 41.0 62.1 67
FB5M | yes | yes | yes yes - 41.2 62.2 65
FB5M | yes | yes | yes yes 5 models 41.9 63.9 68
FB5M | yes | yes | yes yes Subgraph 422 62.9 62

Table 4:Experimental results for previous models of the literature and variants of Mentdegworks.
All results are on the test set®/Q, SIQ andPRP stand forwWebQuestions, SimpleQuestions and
Paraphrases respectively. More details in the text.

scores oft1.9% and42.2% respectively. The best using grouped facts, we integrate multiple answers
published competing approach (Yang et al., 2014yluring learning (through the distant supervision),
has an Fl-score of1.3%, which is comparable while they use a grouping heuristic at test time.
to a single run of our model{.2%). On the Grouping facts also allows us to scale much better
new SimpleQuestions dataset, the best models and to train onFB5M. On WebQuestions, not
achieve62 — 63% accuracy, while the support- specifically designed as a simple QA dataset,
ing fact is in the candidate set for abo&6%  86% of the questions can now be answered with a
of SimpleQuestions questions. This shows that single supporting fact, and performance increases
MemNNs are effective at re-ranking the candi-significantly (from 36.2% to 41.0% F1-score).
dates, but also that simple QA is still not solved. Using the bigge~B5M as KB does not change
performance onSimpleQuestions because it
Our  approach  bares  similarity  t0 \yas based oRB2M, but the results show that our

(Bordes et al., 2014a) using path They use model is robust to the addition of more entities
FB2M, and so their result36.3% F1-score on  than necessary.

WebQuestions) should be compared to our

36.2%. The models are slightly different in that Transfer learning on Reverb In this set of ex-
they replace the entity string with the subjectperiments, alReverb facts are added to the mem-
entity in the question representation and thabry, without any retraining, and we test our ability
we use the cosine similarity instead of the dotto rerank answers on the companion QA set. Thus,
product, which gave consistent improvementsTable[4 (last column) presents the result of our
Still, the major differences come from how we modelwithout trainingon Reverb against meth-
useFreebase. First, the removal of the mediator ods specifically developed on that datas€dur
nodes allows us to restrict ourselves to single supbest results aré7% accuracy (andi8% for the
porting facts, while they search in paths of lengthensemble ob models), which are better than the
2 with a heuristic to select the paths to follow 54% of the original paper and close to the state-
(otherwise, inference is too costly), which makesof-the-art73% of (Bordes et al., 2014b). These re-
our inference simpler and more efficient. Secondsults show that the Memory Network approach can



integrate and use new entities and links. Roy Frostig, and Percy Liang. 2013. Semantic pars-
ing on Freebase from question-answer pairrm

Importance of data sources The bottom half of ceedings of the 2013 Conference on Empirical Meth-

Table[3 presents the results on the three datasets0ds in Natural Language Processing (EMNLP'13)

when our model is trained with different data Se€attle, USA.

sources. We first notice that models trained qBordes et al.2014a] Antoine Bordes, Sumit Chopra,
a single QA dataset perform poorly on the other and Jason Weston. 2014a. Question answering with

. : . Conference on Empirical Methods in Natural Lan-
tions for the model trained otWebQuestions guage Processing (EMNLPpages 615-620, Doha,

only), which shows that the performance \fe- Qatar, October. Association for Computational Lin-
bQuestions does not necessarily guarantee high guistics.

coverage for simple QA. On the other hand, train- .
. . Bordes et al.2014b] Antoine Bordes, Jason Weston,
ing on both datasets only improves performance; and Nicolas Usunier. 2014b. Open question an-

In parthUIar, the model is able to Capture all ques- Swering with Weak|y Supervised embedding mod-
tion patterns of the two datasets; there is no “neg- els. InProceedings of the 7th European Confer-
ative interaction”. ence on Machine Learning and Principles and Prac-
tice of Knowledge Discovery in Databases (ECML-

While paraphrases do not seem to help much PKDD'14), Nancy, France. Springer.

on WebQuestions and SimpleQuestions, ex-
cept when training only with synthetic questiondCai and Yates2013] Qingging Cai and Alexander
they have a dramatic impact on the performance Yates. 2013. Large-scale semantic parsing via

o . schema matching and lexicon extension. In
on Reverb. This is becaus#VebQuestions and Proceedings of the 51st Annual Meeting of the

SimpleQuestions questions follow simple pat-  Association for Computational Linguistics (Volume
terns and are well formed, whiReverb questions 1: Long Papers)Sofia, Bulgaria, August.

have more syntactic and lexical variability. Thu Duchi et al.2011] John Duchi, Elad Hazan, and Yoram

paraphrases are important to avoid overfitting Singer. 2011. Adaptive subgradient methods for on-
specific question patterns of the training sets. line learning and stochastic optimizatiohhe Jour-
nal of Machine Learning Research?2.

7 Conclusion _ . :
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This paper presents an imp|ementati0n of Eric Brill, Jlmmy Lin, and Andrew Ng 2002. Web

} . guestion answering: Is more always betterPto-
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a very large memory (millions of entries), ani!; der et al.2011] Anthony Fader, Stephen Soderland

hence can reach stgte-of-the-art on the popu Iaand Oren Etzioni. 2011. I’dentifying relations

benchmarkVebQuestions. for open information extraction. lProceedings
We want to emphasize that many of our find- of the Conference of Empirical Methods in Natu-

ings, especially those regarding how to format the 'al Lanlguzage Processing (EMNLP'11kdinburgh,
KB, do not only concern MemNNs but potentially UK, July 27-31.

any QA system. This paper also introduced thgader et al.2013] Anthony Fader, Luke Zettlemoyer,
new dataseSimpleQuestions, which, with 100k and Oren Etzioni. 2013. Paraphrase-driven learn-

examples, is one order of magnitude bigger than ing for open question answering. Rroceedings of

. ) e . the 51st Annual Meeting of the Association for Com-
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esting new research in QA, simple or not.
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